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The performance of Transmission Control Protocol (TCP) in space has been

examined from the observations of simulation and experimental tests for several years

V

V

at National Aeronautics and Space Administration (NASA), Department of Defense

(DoD) and universities. At New Mexico State University (NMSU), we have been

concentrating on studying the performance of two protocol suites: the file transfer
, =

protocol (tip) running over Transmission Control Protocol/Intemet Protocol (TCP/IP)

stack and the file protocol (fp) running over the Space Communications Protocol

v,.#

V

v



Standards (SCPS)-Transport Protocol (TP) developed under the Consultative

Committee for Space Data Systems (CCSDS) standards process. SCPS-TP is

V

V

considered to be TCP's extensions for space communications.

This dissertation experimentally studies the behavior of TCP and SCPS-TP by

m
tlP

V

v

running the protocol suites over both the Space-to-Ground Link Simulator (SGLS)

test-bed and realistic satellite link. The study concentrates on comparing protocol

behavior by plotting the averaged file transfer times for different experimental

configurations and analyzing them using Statistical Analysis System (SAS) based

procedures. The effects of different link delays and various Bit-Error-Rates (BERs)

w

m
v

v

v

w

v

on each protocol performance are also studied and linear regression models are built

for experiments over SGLS test-bed to reflect the relationships between the file

v

V

v

transfer time and various transmission conditions.

The results from the test-bed show that protocols do not show performance

V

W

V

difference with a very small file (< 1Kbytes ) for all configurations and protocols

perform differently with the increase of file size, BER and link delay for both

symmetric and asymmetric channel rates. Under this condition, Vegas congestion

control based SCPS-TP protocol (SCPS-Vegas) performs superiorly than Van

Jacobson (VJ) congestion control based TCP and SCPS-VJ protocols. We also

conclude from the experiments over test-bed that the factors of file size, BER and link

delay and all their interactions contribute significantly to protocol performance. The

results over the satellite link show that all protocols don't have significant

performance difference for 115,200 bps: 115,200 bps channel rate and protocols show

V

W

v

v

V

vi

v

V

v



v

M.I

L
V

V

V

V

V

significant difference for all large files with higher channel rates. The experiments

with error flee and 120 ms delay also show that SCPS-VJ shows the highest

throughput in all cases and SCPS-Vegas shows the slowest throughput. Linearly

correlated file transfer time relationship between the test-bed and satellite link shows

that SGLS test-bed works validly and it can be used to predict the relative

performance of protocols over realistic satellite link.

Additional work with higher BERs and longer delays over satellite link needs

to be done to study the effects of the BER and delay to the protocol performance over

satellite when satellite link is configured properly. This might also provide us data to

compare the protocol performance over test-bed and satellite link for configurations

with high BERs and longer delays to verify the above results.
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1 INTRODUCTION

The use of Interact-type protocols for space communications is no longer

considered a "new" topic of investigation. Research on the subject of Transmission

Control Protocol (TCP) in space has been conducted at National Aeronautics and

Space Administration (NASA), Department of Defense (DoD), contractor, and

university facilities for several years now. Much of the research has examined the

performance of TCP in space from observations of simulation and experimental test-

V

bed results [1], [2]. In [1], the study results of a comprehensive performance of TCP

protocol improvements in the satellite environment over error free links under the

V

congestion lossoption were presented. The Selective Acknowledgements (SACK) [3]

option of TCP was also examined by comparing with traditional TCP

r_j

implementations. In [2], sets of experiments were conducted using the Advanced

Communications Technology Satellite (ACTS) satellite and Intemet emulators to

V

=

V

measure the performance of the TCP protocol running under long-delay networks.

The purpose of these studies was to identity a better TCP variant for use in long-delay

networks such as the satellite environment and to investigate the effect of latency on

, _tggregated network utilization. Similar to [1] and [2], we evaluated the protocol

performance by analyzing the test results from our test-bed and realistic satellite link.

Unlike [1] and [2], we have been concentrating on the performance of two protocol

suites: File Transfer Protocol (FTP), the application-layer protocol that is running

over TCP, and File Protocol (FP), an application-layer protocol running over

Transport Protocol (TP) of the Space Communication Protocol Standards (SCPS) [4]

m



developed under the Consultative Committee for Space Data Systems (CCSDS)

standards process. Another difference is that both [1] and [2] were done for satellites

: sz

as part of the overall transmission link while we wish to terminate the data link in

space, i.e., we consider satellites as regular Intemet nodes. Our work has been

V

v

directed at evaluating the performance of the protocols in a small satellite

environment. We have developed a Space-to-Ground Link Simulator (SGLS) to

provide the simulation capabilities to test both protocol suites [5], [6], [7], [8]. The

satellite environment being simulated has one terminal at a ground station and the

other terminal at the space vehicle. The link can either be direct broadcast or through

a non-processing relay satellite such as the Tracking and Data Relay Satellite

(TDRS).

The space environment poses a number of challenges to providing reliable,

end-to-end data communication with a user-specified level of service. Losses due to

transmission errors, large propagation delays, constrained bandwidth, asymmetric

link rates, and intermittent connectivity all conspire to severely limit the performance

of TCP. The goal of the CCSDS SCPS suite of protocols is to overcome these space

channel problems and provide reliable data transport. The SCPS suite of protocols

contains four elernents: SCPS Fil e Protocol (SCPS-FP), SCPS transport protocol

(SCPS-TP), SCPS network protocol (SCPS-NP) and security protocol (SCPS-SP).

SCPS-TP is actually T_P wi_ _a s_et_of extensions and modifications aimed at

improving TCP performance in space environment [9]. A large number of tests [5],

[6], [7], [8] have been done to evaluate the performance difference between SCPS
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v

V

and TCP/IP. All of the previous work was done over SGLS test-bed. These

experiments might not provide the accurate performance of protocols in realistic

satellite links due to the limitations of simulation approach and environment. In

particular, the experiment results may not be applicable to networks with significantly

different Bandwidth Delay Product (BDP).

V

V

This dissertation basically concentrates on studying the impacts of

environmental changes on TCP performance and the performance differences

between TCP SACK [10] and SCPS-TP over both the SGLS test-bed and satellite

link. The goal of this study is to answer several basic questions, namely

V

v

(1) Is there an overall advantage of the SCPS protocol (SCPS-VJ or SCPS-

Vegas) for file transport over TCP/IP in our simulated low BDP satellite

V

V

V

channel? If there is an advantage, quantify it.

(2) Which congestion control option (VJ based or Vegas) can be invoked to

improve protocol performance based on the performance comparison

between SCPS-VJ and SCPS-Vegas?

(3) How do link delays and BER affect protocol performance?

(4) Does the SGLS simulator provide a reasonable (to within a scaling factor

and offset) approximation to the true satellite channel, i.e., is there a linear

translation between the two?

The above problems are specified in the form of hypotheses when we discuss

the experimental work in section 3.2.

V

3

V



V

The rest of this dissertation is organized as follows. In Chapter 2, we describe

the congestion control and loss recovery algorithms in TCP Tahoe [11], TCP Reno

and TCP SACK, and TCP Vegas [12]. Chapter 2 also elaborates on the

communication problems that TCP encountered in space environment and present

TCP extensions to address these problems. Chapter 3 descri_bes NMSU SGLS test-

bed, the protocol software entities and the experimental procedures we use to conduct

our experiments. Chapter 4 analyzes the behavior of both protocols over the SGLS

test-bed by studying the averaged file transfer time of each file size for different

configurations. Chapter 5 studies the behavior of both protocols over the realistic

satellite link. Chapter 6 summarizes the dissertation and provides the conclusions and

the future work for our study.
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2 TCP PROTOCOL AND ITS EXTENSIONS FOR SPACE

TCP has several variants. Academia and industry generally make new ones by

optimizing old ones based on experienced problems. This chapter briefly describes

several of the most widely used variants of TCP. Based on the description, its

extensions for space communications are provided.

2.1 TCP Protocols

A significant amount of today's Internet traffic, including World Wide Web

v

(WWW) (HTTP), file transfer (FTP), email (SMTP), and remote access (Telnet), is

carried over the modern TCP transport protocol. Actually, early TCP implementations

v

V

__=

rm_

followed by a go-back-n model: using cumulative positive acknowledgments and

requiring a retransmission timer expiration to re-send lost data. These TCP versions

did little to minimize network congestion since the traffic congestion was not a

serious problem at that time. Along with the explosive growth of the Internet, a

variety of congestion avoidance schemes have been proposed to control network

congestion while maintaining good user throughput. In this dissertation, TCP Tahoe

refers to TCP with Slow Start, Congestion Avoidance, and Fast Retransmit

algorithms [11] first implemented in 4.3 BSD Tahoe TCP in 1988. TCP Reno refers

to TCP Tahoe with Fast Recovery implemented, first implemented in 4.3 BSD Reno

TCP in 1990. TCP New Reno [13] is a modified version of TCP without SACK that

avoids some of the TCP Reno performance problems when multiple packets are

dropped fi'om a window of data. TCP SACK refers to TCP Reno with SACK option

added. TCP Vegas refers to the congestion control algorithm originally developed at

rC::z

V

V
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v

the University of Arizona in the x-kemel protocol framework by Lawrence Brakmo

and Larry Peterson. The variants developed after TCP Tahoe can be categorized into
V

three approaches, to avoid the bandwidth waste caused by inefficient loss recovery, to

avoid the retransmission of successfully transmitted packets, and to avoid the periodic

v

w

packet loss caused by self-generated congestion [14]. TCP Reno and New Reno

belong to the first, SACK and Forward Acknowledgment (FACK) [15] belongs to the

second, and TCP Vegas belongs to the third approach. Table 2.1 provides a summary

of the major TCP variants.

Table 2.1: Summary of TCP variants

v

V

W

V

V

V

Variant Major Algorithms Document Performance Problem

TCP

Tahoe

TCP

Reno

TCP

SACK

TCP

Vegas

Slow Start

Congestion Avoidance
Fast Retransmit

TCP Tahoe

+

Fast Recovery

TCP Reno

+

SACK

New Retransmission

New Congestion Avoidance
Modified Slow Start

RFC 2001

[10]

RFC 2001

[10]

RFC 2018

[3]

[12]

Bandwidth waste by
inefficient loss

recovery---Channel

tends to empty after

Fast Retransmit and

needs Slow Start to re-

fill it alter a single

packet loss.
Retransmission of

successfully transmitted

packets when multiple

packets are lost from
one window of data

Period packet loss

caused by self-

generated network

congestion (under

study)
Unfairness of

bandwidth sharing

(under study)
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In general, we consider all TCP Tahoe, TCP Reno and TCP SACK to be Van

Jacobson (VJ') congestion-control-based TCPs since they were developed based on

three algorithms, Slow Start, Congestion Avoidance and Fast Retransmit, originally

proposed by Van Jacobson in [11]. The widely used Tahoe, Reno and SACK, and

Vegas are described in the following sections. Then we will examine how the space

r_ri

channel should interact with the protocols.

2.1.1 TCP Tahoe

TCP Tahoe added three new algorithms and refinements to earlier

implementations. These three new algorithms are Slow Start, Congestion Avoidance,

and Fast Retransmit. The refinements include a modification to the Round-Trip Time

(RTT) estimate used to set retransmission timeout values.

Slow Start is the way to initiate data flow across a connection. In principle,

Slow Start operates by observing that the rate at which new packets should be

injected into the network is the rate at which the acknowledgments are returned by the

other end [16]. Slow Start maintains two windows for each connection: the advertised

window, called awnd, and the congestion window, called cwnd. The advertised

window is flow control imposed by the receiver while the congestion window is flow

control imposed by the transmitter. The former is related to the amount of available

buffer space at the receiver for this connection; the latter is based on the sender's

assessment of perceived network congestion [10]. The sender starts by transmitting

one segment and waits for its ACK. When that ACK is received, the congestion

window is incremented from one to two, and two segments can be sent. When each of

v



V

V

those two segments is acknowledged, the congestion window is increased to four.

This provides an exponential growth in the window size if the ACKs are not delayed

by the receiver and provides an approximately exponential growth typically because

the receiver sends one ACK for every two segments that it receives. At some point

the capacity of the link will be reached, and an intermediate router will start

discarding packets. This tells the sender that its congestion window has gotten too

large and the sender needs to slow down its transmission. At this point, the

Congestion Avoidance algorithm is used to deal with lost packets.

Congestion Avoidance adds another variable, slow start threshold window

size, called ssthresh, which is always set to half of the window size at the last packet

loss except that its initialized value is 65,535 bytes. We see ssthresh changes

depending on the window size at which a packet loss occurs. In the Slow Start" phase,

cwnd starts growing fi'om one and grows rapidly for every successfully acknowledged

packet until it reached ssthresh. In other words, it increases the window size to a

value no larger than half of the size at which the packets loss occurred last time. Then

TCP moves to the Congestion Avoidance phase and probes for extra bandwidth by

increasing cwnd by 1/cwnd each time an ACK is received. From the above, we see

Congestion Avoidance increases cwnd by at most one segment each RTT regardless

how many ACKs are received in this RTT while Slow Start increases cwnd by the

V

V

V

V

V

v

V

V

V

V

w

v

V

v

V

v

V

V

v

number of ACKs received in a RTT. Thus, Congestion Avoidance is an additive

increase phase, compared to Slow Start's exponential increase. Although Slow Start

V _
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V

V

V

and Congestion Avoidance are independent algorithms with different objectives they

have always been implemented together in current implementations.

Congestion Avoidance increments the current window size until another loss

is detected. Congestion Avoidance assumes that packet loss caused by link error

damage is very small, therefore the loss of a packet signals congestion somewhere in

the network between the source and the destination. There are two indications of

packet loss: a retransmission timeout occurring and the receipt of duplicate ACKs. If

V

V

three or more duplicate ACKs are received for the same TCP segment, the transmitter

considers it as a strong indication that a segment following the acknowledged one has

V

v

not been received properly since thereceiver has kept acknowledging a particular one

instead of the next one the transmitter sent. In this case, the transmitter should

v

v

retransmit only one segment starting with the sequence number just acknowledged

without waiting for a retransmission timer to expire. This is how Fast Retransmit

works. This loss specifies the point at which another cycle begins, i.e., TCP needs to

go back to Slow Start and repeats the above cycle. Clearly, Fast Retransmit leads to

higher connection throughput and better channel utilization than that the transmitter

waiting for the retransmission timer expiring. The details of Slow Start, Congestion

Avoidance, and Fast Retransmit are described in [10] and [11].

Basically, if we call the current window size IV and allow ssthresh to equal

Wth, then the behavior of TCP Tahoe can be simplified by updating parameters IV and

_h as follows:

Set IV=I segment and Wth=65,536 bytes.

v

9

V



v

For every acknowledgment that arrived at the transmitter:

If W<Wt,, running Slow Start algorithm with W=W+I.

V

v

v

2.1.2

If W_>Wth, running Congestion Avoidance with W=W+ 1/[W].

For a packet loss is detected:

w/2;

W=I.

TCP Reno

m

v

W

V

V

v

v

TCP Reno retains the enhancements incorporated into Tahoe but modifies the

Fast Retransmit algorithm to include another algorithm, Fast Recovery [11].

Continuing the data transfer situation in 2.1.1, if the Congestion Avoidance algorithm

is followed, instead of Slow Start, after the Fast Retransmit operation when a loss

occurs for TCP Tahoe, it is known as Fast Recovery. The reason for not using Slow

Start in this case is that the receipt of a number of duplicate acknowledgments tells

the transmitter not only a packet has been lost but also that the data can still flow on

the channel. Thus, the transmitter should not reduce the flow abruptly by stepping

into the Slow Start phase. This algorithm operates under the assumption that each

duplicate acknowledgment implies a single packet has left the transmission channel.

Clearly, Fast Recovery prevents the communications channel from tending to empty

after Fast Retransmit, thereby avoiding the need of Slow Start to re-fill it after a

single packet loss. With Fast Recovery, the transmitter is able to make an intelligent

estimate of the amount of outstanding data.

10
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v

The TCP Reno Fast Recovery algorithm is optimized for the case of a single

packet loss out of the whole window data. This means the transmitter need retransmit

only one packet per RTT. This significantly improves the performance of TCP Tahoe

v

for a single loss case, but can suffer when multiple packets are lost out of a window

of data. But since single packet loss is considered to be the predominant loss in space,

V

the Fast Recovery algorithm is expected to work well over satellite link.

A simplified description for understanding the main idea of TCP Reno is

shown below. Similar to TCP Tahoe, it concentrates on updating two parameters,

current window size W and Slow Start threshold _h, in different ways corresponding

V

to in different phases.

Set W=I segment and Wth=65,536 bytes.

• For every nonrepeated acknowledgment that arrived at the transmitter, TCP

Reno operates in the same as TCP Tahoe

w

W,J'

IfW<_h,

IfW_>_h,

When the duplicate acknowledgments exceed a threshold

W=W+I during Slow Start Phase

W = W+ 1/VW _ during Congestion Avoidance Phase

using the new window size once

1. Retransmit missing segment;

2. Set _h = W/'2 and let W=_h;

3. Resume Congestion Avoidance

_J

retransmission is acknowledged.

Upon retransmission timer expiration, enter the Slow Start algorithm and

operate as follows

11

v

v



Set Wth= W/2 and W=I.

A cycle is defined to represent the TCP evolution starting from the end of one

Congestion Avoidance phase to the end of the next. For a typical TCP Reno session,

each cycle begins when a loss is detected using duplicate acknowledgments. We also

see that Slow Start is not involved after an initial Slow Start transient since the

window size is already halved upon loss detection. If W,,_,, is the window size at

which a loss occurs, each cycle begins at the window size of Wmax/2. The algorithm

resumes probing for extra bandwidth in Congestion Avoidance mode until the

window size reaches Wmax again, at which point a loss occurs and another cycle

begins with window size of Wm_x/2. Wr_ Can also be considered as a generic notation

of window size at which Congestion Avoidance ends since the algorithm exits the

Congestion Avoidance phase when a loss occurs. Wm_x varies in time and its size

could be different in each cycle if the losses occurred are random, or could be

identical for losses occurred periodically.

TCP New Reno is actually TCP Reno with a slight adjustment at the

transmitter that eliminate Reno's wait for a retransmit timer for multiple losses case

TCP SACK

Noting the problem suffered by TCP Reno when multiple losses occur, TCP

SACK is designed to overcome this problem by combining Reno with a selective

repeat retransmission policy [3]. In principle, the receiving TCP sends back SACK

packets informing the sender about all data packets that have been received
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successfully, so the sender need retransmit only the segments that have actually been

lost.

TCP SACK enters the Fast Recovery phase as Reno does for duplicate

acknowledgments thatarrived at the transmitter. The difference is that, during Fast

Recovery, SACK maintains another variable, pipe, that is used to estimate the number

i .v of packets outstanding in the transmission channel. The sender only sends new or

retransmitted data packets when pipe is less than the congestion window. The

,....,.,

v

variable pipe is incremented by one when the sender either sends a new packet or

retransmits an old packet. It is decremented by one when the sender receives a

V

k_/

v

duplicate ACK packet with a sACK_0ption reporting that new data has been received

by the receiver.

The use of pipe decouples the decision of when to send a packet from the

decision of which packet to send. A data structure called a scoreboard is maintained

at the sender and it remembers acknowledgments from previous SACK options.

When the sender is allowed to send a packet, it retransmits the next packet from the

list of packets inferred to be missing at the receiver. If there are no such packets and

the receiver's awnd is sufficient large, the sender transmits a new packet. The sender

leaves Fast Recovery phase when a recovery ACK is received acknowledging all data

that was outstanding when Fast Recovery was entered. The details of TCP SACK can

be referred to [3] and [18]. There is some empirical evidence in favor of the superior

performance of selective acknowledgment. Simple experiments [3] showed that

v
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disabling the selective acknowledgment greatly increases the number of retransmitted

segments over a lossy, high-delay Intemet link.

v

w

2.1.4 TCP Vegas

TCP Vegas is a congestion avoidance scheme designed to prevent the periodic

packet loss that occurs in other algorithms. It successfully reduces queuing and packet

loss, and thus reduces latency and increases overall throughput than Reno by

matching the sending rate to the rate at which packets are successfully being drained

by the network.

Reno assumes that the loss of segments was due to congestion regardless of

what the causes really are, congestion, corruption, or link outages, and cuts the data

rate in half, and then gradually increases it until another loss situation occurs and

W

W

w

u
v

v

v

V

v

w

w

W

repeats this process until all data have been transmitted. Clearly, Reno has no

mechanisms to detect the incipient phases of congestion before losses occur and

hence cannot prevent such losses. On the contrary, TCP Vegas tries to sense incipient

congestion by observing the variations of RTT or the actual variations of throughput.

V

W

W

W

w

Since TCP Vegas infers the congestion window adjustment from such throughput

measurement, it may be able to slow down the data rate before the congestion induces

V

V

v

loss. Therefore, the VJ based congestion control method is "reactive," as it waits to

know the available bandwidth at the cost of packet loss while TCP Vegas congestion

detection mechanism is "proactive" [19], [20]. The TCP Vegas congestion control

was chosen to be the default congestion control algorithm of SCPS-TP since it

facilitates differentiating between losses due to congestion and those due to

V

V

v

V
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corruption. But SCPS-TP's congestion control algorithm can be set either to VJ

congestion control or to TCP Vegas by an application based on different assumptions

of the source of packet loss. In our experiments, SCPS protocol is simply called

SCPS-VJ or SCPS-Vegas depending on SCPS-TP's congestion control algorithm is

set to VJ congestion control or to TCP Vegas. Although they are considered as two

protocols in this study, SCPS-VJ and SCPS-Vegas are actually the same protocol

running two different congestion control modes.

V

v

The following paragraphs explain in detail how TCP Vegas works differently

by adopting a new congestion detection and control mechanism based on [12]:

v

v

New Retransmission Mechanism: For Reno congestion control, the RTT

estimate is not very accurate since it is estimated using a coarse-grained timer. This

coarse granularity influences both the accuracy of the estimate itself and the

frequency at which TCP checks to see if a segment should be timed out. As

mentioned in Section 2.1.1, there are two indications of packets loss: a timeout

occurring and the receipt of duplicate ACKs [16]. Reno needs to retransmit the

packets lost in the above situations. In comparison, the TCP Vegas congestion

control algorithm introduces three major modifications to Reno retransmission policy.

First, TCP Vegas measures the RTT for every segment sent using a fine-grained

system clock and a timeout period for each segment that is Computed using this more

accurate RTT estimate. For a duplicate acknowledgment situation, it checks to see

%j •

whether the timeout period has expired. 'If so, it retransmits the segment without

having to wait for three or more duplicate ACKs which is required for Reno to

15
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retransmit. Second, when the first or second non-duplicate ACK after a

retransmission is received, the TCP Vegas again checks for the expiration of the

W

v

timer. If it is expired, then retransmits the segment. This will catch any other

segments that may have been lost prior to the retransmission without waiting for a

duplicate ACK. Third, in case of multiple segment loss and more than one fast

retransmission, the congestion window needs to be reduced only for the first fast

retransmission. Any losses that occurred before the last window decrease were not

inferred as the network congestion for the current congestion window size, and

therefore, there is no further window size decrease. This modification is required

since the TCP Vegas needs to detect losses much earlier than Reno congestion control

algorithm.

Congestion Avoidance Mechanism: As mentioned above, the TCP Reno

congestion detection and control algorithm use the loss of segments as a signal that

W

w

v

W

W

W

w

s
v

W

W

w
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congestion is occurring in the network. It has no mechanism to detect the precursory

phases of congestion and to prevent losses of segments before it really happens.

Thus, it is "reactive" or "passive." In comparison, the TCP Vegas algorithm tries to

detect incipient congestion by comparing the estimated RTT to the expected RTT.

The congestion window is increased only if these two values are close. This implies

that the algorithm will increase the window size only if the capacity of the network is

large enough to achieve the expected high throughput (or the expected short RTT). If

the estimated RTT is considerably longer than the expected one, then the congestion
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window should be reduced. This can be considered as a sign of incipient congestion

v occurring.

Modified Slow-Start Mechanism: TCP Reno has a high cost in terms of too

many segment losses if there is no an appropriate limit for the size of the congestion

window or if it has a very fast sender. Since the size of the congestion window is

doubled for every RTT before losses occur, which is equivalent to doubling the

attempted throughput every RTT, the loss of packets is expected to be on the order of

v

MJ

half the current congestion window at some point when the available bandwidth is

finally overrun, and even worse if a traffic burst from another connection is

x_.J

M.t

L

KJ

encountered. Comparing with Reno algorithm, TCP Vegas algorithm incorporates a

similar congestion detection mechanism into the slow-start phase to determine when

to change to the congestion avoidance phase. In order to detect and avoid congestion

during the slow-start phase, the congestion window is allowed to grow exponentially

only for every other RTT. The congestion window is fixed in between to have a valid

comparison of the expected and the actual rate. When the actual rate falls below the

expected rate by the equivalent of one route buffer, Vegas changes from exponential-

increasing Slow Start phase to llnear-increasing Congestion Avoidance phase.

The reason to measure the actual rate with a fixed congestion window is that

we want actual rate to represent the bandwidth allowed by the connection. Thus, we

can only send as much as data as is acknowledged in the ACK (during Slow Start,

L

TCP Reno sends an extra segment for each ACK received). This modified Slow Start
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mechanism is very successful at preventing the losses incurred during the initial Slow

Start period [ 12].

v

w

v

In [12], Brakmo claimed that TCP Veg_ is able to ac_eve between 40 and

70% better throughput, with one-fifth to one-half the losses, as compared to the

implementation of TCP Reno. By decomposing the TCP Vegas algorithm into its

various mechanisms and assessing the effect of each of these mechanisms on

performance, [ 19] indicates that the above performance gains are achieved primarily

¢j

W

W

W

V

v

by the techniques used in Vegas for slow-start and congestion recovery. Its

congestion avoidance mechanism is shown to have only a minor influence on

rij

W

V

throughput. Other work [14] shows that Vegas does not concern the fairness among

source-destination pairs with different RTTs. The fairness sharing link resource is an

v

v

important network performance factor when multi-users access the network. It

nevertheless should be concerned, especially for a Wide Area Network (WAN).

W

W

W

Fig_e 2.1 shows the relationships between widely used TCP Tahoe, Reno and

SACK with respect to the transitions of Slow Start and Congestion Avoidance phases.
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Figure 2.1" Widely used TCP variants
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2.2 TCP Problems in Space

Satellite channels are dominated by two fundamental characteristics, noise and

bandwidth [24], that impede reliable data communications. The following paragraphs

describe features related to the above two major characteristics. With the various

constraints of in-lab simulation, some features described below could not be

simulated on our SGLS test-bed. In particular, we simulate a satellite link with a

relatively low Bandwidth-Delay Product (BDP) or capacity only.

v

2.2.1 High Transmission Errors

Transmission error rate caused by noise in space communication is much

higher than that on terrestrial networks. The Bit-Error-Rate (BER) for most space

channel is around 1E-6 to 1E-5 while the BER for widely used optical channel on the

K..,v

v,,..,v

v

x,¢

ground is only about 1E-12. Many more packet losses occur due to higher

transmission error in space. TCP assumes that all packet losses were due to

congestion regardless of what the causes really are, congestion, corruption, or link

outages. This makes TCP activate its congestion control algorithm, reduces its

congestion window, and finally, decreases its throughput. We see TCP congestion

control schemes work well in dealing with congestion-induced loss, but results in

reduced throughput on noncongestioned, noisy links without providing any benefits

Asymmetric Channels

V

Communications channels between spacecraft and the ground are frequently

asymmetric in terms of both channel capacity and error characteristics [9]. In general,

19



the return link bandwidth(from the spacecraftto the ground)is substantiallylarger

thanthe forwardlink bandwidth.Theasymmetryisrelatedto thefact thattheforward

link is generallyusedfor commandingthe spacecraft(not bulk datatransfer)while

thereturn link is usedto flow the datageneratedat the satelliteto the ground. The

high asymmetry of satellite link bandwidth is not a property shared by terrestrial

networks. This can limit TCP throughput even when high bandwidth link flows data

and lower bandwidth link carries the acknowledgments. Following the principle of

TCP congestion control, the new data transmission rate is proportional to the

acknowledgment rate returned by the receiver, so TCP performance is limited by low

bandwidth of acknowledgment channel.

2.2.3 Overhead of TCP Protocol Header

Wireless channels tend to provide less available bandwidth than terrestrial

networks. In space environment, this problem is coupled with the constraint that

transmission power is limited and bit-efficiency is important in terms of the cost of

transmitting as well as in terms of link capacity.

The substantial bit overhead of TCP protocol header is not beneficial with

respect to the scarcity of available bandwidth in space. This is especially inefficient

when transmitting small data segments.

2.2.4 Large Bandwidth-Delay Product

Bandwidth-Delay Product (BDP) or the capacity of the pipe between the

transmitter and the receiver can be calculated as

Capacity (bits)=Bandwidth (bits/second) x RTT (second).
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BDP represents the amount of data in flight or the amount of data that would fiil the

pipe. In other words, it defines the total unacknowledged data that can be injected into

the network to keep the pipeline full. It is actually the buffer space required at the

sender and receiver to achieve maximum throughput on the TCP connection over the

communication path. Long RTT makes BDP being very large. This requires TCP to

keep a large number of p_ickets outstanding. _s may not be a problem for a low

BDP satellite system like our simulator but is a problem on large satellite systems

since current TCP in terrestrial networks was not developed to work in a large BDP

environment.

2.2.5 Intermittent Connectivity and Variable RTT

Intermittent connectivity and the variable RTT of the space channel cause an

unstable flow of acknowledgments and inaccuracy in determifiing the RTT. The

former makes TCP invoke its congestion control and retransmit packets frequently

and the latter causes unnecessary invocation of the Slow Start algorithm. Both effects

reduce the throughput.

2.3 TCP Extensions for Space Communications

This section briefly describes the proposed solutions that SCPS-TP attempts to

overcome the above problems in space with the improvements to TCP. Considering

the constraints of our simulation mentioned above, the advantages of some of the

following solutions could not be displayed in our experiments.
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2.3.1 Overcoming Losses from Different Sources

There exist at least three sources of loss in space environment, network

congestion, corruption, and link outage. SCPS-TP responds to each of them

differently. SCPS-TP has two mechanisms for determining the source of packet loss.

Unlike TCP (default assumption is that all loss is caused by congestion), SCPS-TP

uses a parameter to set the default assumption of the source of packet loss on a per

route basis in the absence of any explicit inform_atio_n_. Based on these different

assumptions, SCPS-TP's congestion control algorithm can be set either to VJ

congestion control or to TCP Vegas by an application.

2.3.1.1 Congestion-Induced Loss

TCP Vegas is adopted to be the default congestion control mechanism in

z

w

V

V
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W

V

W

v

v

W

V

V

SCPS-TP to minimize loss and facilitate the use of large window. Vegas does not

depend on the receiver window as an upper bound on the size of the congestion

window. It bounds itself and avoids network congestion without overdriving the link

to find the saturation point. SCPS-TP modifies Slow Start algorithm by providing an

V

w

v

additional trigger for transitioning from the congestion window's exponential growth

phase into the linear growth Congestion Avoidance phase.

2.3.1.2 Corruption-Induced Loss

In the case that the packet loss is caused by transmission errors instead of

congestion, SCPS-TP uses an open-loop, token bucket rate control mechanism [21] to

keep from overflowing the link capacity instead of invoking congestion control in

response to packet loss. Token bucket rate control mechanism meters out the
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transmissions at a specified rate. The allowed transmission rate for each link is a

managed parameter that is stored in the globally accessible routing structure at each

endpoint. On a host, the available capacity for a particular link is shared among all

SCPS-TP connections using that link.

2.3.1.3 Link Outage Loss

If a host nmning SCPS-TP receives a link outage signal from another SCPS-

TP host, the correct response is to enter persist mode, sending periodic probe packets.

It does not repeatedly time-out, retransmit, and back-off the retransmission timer.

2.3.2 Coping with Asymmetric Channels

The SCPS-TP receiver delays acknowledgments for a configurable period of

time that is related to its estimate of the RTT instead of acknowledging at least every

MJ

v..j

other segment or acknowledging immediately. SCPS-TP also uses header

compression to reduce significantly the overhead on the acknowledgment channel and

get higher acknowledgment rates. This header compression is different from the

TCP/IP header compression scheme. See Section 2.3.3.1.

2.3.3 Relieving Bandwidth Constraints

Header Compression and Selective Negative Acknowledgment (SNACK) are

two mechanisms to improve SCPS-TP performance in bandwidth-constrained

environment.

2.3.3.1 SCPS-TP Header Compression

V

v
this

SCPS-TP does not use RFC 1144 TCP/IP header compression [22] because

header compression was designed for use on low-speed serial link and is

v

v
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performedona hop-by-hopbasisat the link layer.SCPS-TPusesa loss-tolerantTCP

headercompressionschemethat operatesend-to-end,at the transportlayer, andcan

tolerateloss and changingconnectivity.By operatingend-to-end,SCPS-TPheader

compressionavoidstheproblemscausedby changingconnectivity,sincetransmitter

and receiver,where the compressorand decompressorreside,neverchange.But if

satellitetelemetryis basicallysingle-hop,thenthis shouldmakeno realperformance

difference.

2.3.3.2SCPS-TPSNACK

SCPS-TPSNACK option draws from both TCP SACK option and TCP

Negative Acknowledgment [23]. Like NAK, SNACK is a negative acknowledgment,

but it is capable of specif36ng multiple holes in the sequence space buffered by the

receiver in a bit-efficient manner. By providing more information about lost segments

more quickly, SNACK option can hasten recovery and prevent the sender form

becoming window -limited, thus allowing the pipe to drain while waiting to learn

about lost packets. The ability to keep transmitting in the presence of packet loss is

especially important when loss is caused by corruption rather than congestion. In this

case, SNACK is of particular benefit in keeping the pipe full and allowing

transmission to continue at full throttle while recovering from loss. In a low BER case

where the channel is mostly single packet loss, SNACK may not be very useful. The

details of SNACK can be found fi'om [9].
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2.3.3.3 Other Techniques for Coping with Errors

Besides the above mechanisms, SCPS-TP also employs two other techniques

_at TCP uses: Timestamps option and TCP Window Scaling option [24].

Many current TCP implementations with the time-stamp option disabled base

their RTT measurements upon a sample of only one packet per window. This method

of timing one segment per window yields an adequate approximation to RTT for

connections with low bandwidth-delay products, but results in an unacceptably poor

RTT estimate when the bandwidth-delay product of the network grows [24]. The TCP

Timestamp option lets the sender place a timestamp value in every segment. This

MJ

helps TCP make accurate RTT estimates in the face of loss, when it can be difficult to

time the round-trip of particular segments that may be lost and subsequently

retransmitted in a "long, fat pipe" network (LFI_ [25].

The 16 bit receiver window size of TCP header limits the largest window that

vj

can be used to be 65,536 bytes. TCP performance problems arise with 65-Kbyte

receiver windows in an "LFN". The Window Scaling option expands the TCP

window size from 16 to 32 bits to permit TCP to have more than 64 Kbytes of data

outstanding at one time. This was done simply by imposing an implicit scale factor on

the advertised window instead of changing TCP header size. Such a large window

V

will allows the sender to continuously send new data while retransmitting lost

segments, even as the left edge of the window does not advance for periods of time.

In this dissertation, we compare the performance of SCPS-TP to that of

regular TCP. The comparison is done by nmning ftp over TCP/IP stack and SCPS-FP
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overSCPS-TP/IPstackonboth theSGLStest-bedat the Centerfor SpaceTelemetry

and Telecommunicationsof NMSU and Telsat II satellite link operatedby Loral

Skynet.SCPS-TPwe testedcomeswith SCPSversionSCPS_RI1.1.48providedby

MITRE. The implementation of TCP that we use is the default TCP incorporated into

Red-Hat Linux 6.1 (kemel version 2.2.12-20). Red-Hat Linux 6.1 TCP supports all the

following TCP algorithms implemented in TCP Tahoe, TCP Reno and TCP SACK as

mentioned in Section 2.1: Slow Start, Congestion Avoidance, Fast Retransmit, Fast

Recovery and SACK.

Based on the introduction of congestion control algorithms in TCP variants

and its extensions in space environment in this chapter, Chapter 3 describes the SGLS

test-bed, experimental assumptions, experimental procedures we use to conduct our

tests to compare the performance of TCP and SCPS-TP. The details of the protocol

configurations and test hypotheses for our experiments are also included.
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SGLS TEST-BED _ EXPERIMENT METHODOLOGIES

This chapter describes NMSU SGLS test-bed facility, the procedures and the

protocol entities we have used to conduct the experiments.

3.1 Tests over Simulated Test-bed

The SGLS Channel simulator is used to perform the error generation and link

K..f

delay used to test the protocol suite performance. In the following subsections, we

introduce the simulator and discuss the experiment methodologies we have used to

conduct the tests.

L _

%.d

v

%d

Transmitter Buffer Satellite Link Receiver

I TI B 1[IOAcKLink

3.1.1

Figure 3.1: A typical satellite link model

Channel Simulator

A typical satellite link model is given in Figure 3.1. Basically it consists of the

transmitter, receiver, link buffer and satellite link. The Space-to-Ground Link

Simulator (SGLS) has been developed at NMSU to model space channel

characteristics experienced in transmitting data. The simulator is described fully in

v

v

[5], [6], and [7]. Basically, the SGLS configuration allows the user to configure the

simulated channel to

" Allow for simultaneous bi2directional data flow (forwardand return channels),

• Allow user-selectable error rates and statistical descriptions of the channel,
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• Allow differentdatarateson the forward and retttm links as would be found

in satellite links, e.g. 2400 baud forward, 57,600 baud return, and

• Provide for a simulated delay up to 5 seconds on each link.

The SGLS utilizes the LabVIEW programming language to control data

throughput through the simulator, mix the baseband data stream with the user-

selected error vector, and provide for the user-selectable link delay value. The

hardware configuration is illustrated in Figure 3,2. The LabVIEW software is run as

an application on each of the SGLS computers. Typically, the LabVIEW modules are

the only applications software running on the computers. This configuration was

developed to model point-to-point satellite links in its current configuration. The

bandwidth-delay product for the system under a 57,600 bps symmetric link with no

imposed channel delay is 671 bytes. As a comparison, a T-1 line crossing the United

States has an estimated bandwidth delay product of 11,580 bytes. Therefore, this

simulator corresponds to a relatively low BDP system.

The three PCs in the SGLS are Dell 600-MHz computers with 128 Mbytes of

memory running Windows 98 second edition. The first Linux-based PC is a Dell 266

MHz computer. This is our logical ground station computer. The second Linux-

based PC is a Gateway 166 MHz. This is our logical satellite computer. Both Linux

computers are running Red Hat Linux version 6.1. The SGLS is connected to the

Linux computers using serial cables connected to the COM serial ports on each

computer. The data connections are configured without hardware or sottware

handshaking to allow for a simulation that would be similar to interfacing with a
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satellite radio system. In all cases, the links between the SGLS and the Linux

computer were set to 57,600 bps (P-,2 in Figure 3.2). The simulations run with

symmetric links had the forward link _1 in Figure 3.2) also set to 57,600 bps. The

simulations nm with asymmetric links had the forward link set to 2400 bps. Other

combinations are possible and the reader should refer to [8] for representative results.
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LabView rate-

change computer

Linux-based PC
R1 R1

R2

R1 - forward link baud rate

112 - return link baud rate

R2

LabView rate-

change computer
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Linux-based PC
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::_ _ _ Figure 3.21SGLS hardWare configuration

3.1.2 Experiment Tools Used in NMSU Test-bed

The experiments run at NMSU benefit from several software tools for control

and analysis. The following subsections describe these tools.
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3A.2.1 Expect Scripts to Automate Tests

Two Expect scripts were modified based on models provided by MITRE.

They were developed to automate SCPS-FP and FTP tests in NMSU test-bed. They

basically achieve the following objectives:

• Automate file transfers and gather reported transmission times for multiple

runs at different file sizes for both protocols in one experiment configuration;

• Capture traffic performance over Point-to-Point (PPP) interface for each

connection for both protocols using existing tool t cpdump that is supplied

with Red Hat Linux;

• Conduct tests above with various error rates under human intervention to set

the BER in the SGLS;

• Achieve all the above three objectives over different interfaces (e.g., Ethemet,

ATM) after trivial modifications.

3.1.2:2Tcpdump, Tcptrace and Xplot _

Tcpdump, tcptrace and xplot are the major tools that have been used in NMSU

testbed to observe and analyze TCP/IP and SCPS performance. Each is described

below.
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Tcpdump is a packet capture program. Basically it prints out the headers of

packets over a network interface. In our test-bed, we have used it to dump the traffic

over PPP interface to obtain binary data files for both protocols. Those data files

would then become the sources from which the performance knowledge can be

obtained by cooperating with two tools. Tcpdump is supplied with the Red Hat
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distribution software and is also publically available via anonymous tip from

<tip: //tip. ee. lbl.gov/tcpdump.tar.Z>.

' Tcptrace is a TCP d_npfile analysis tool. It, in general, tells us the detailed

information about TCP connection by sifting through dump files. It reads output

dump files in the formats of several popular packets capturing programs: tcpdump,

snoop, etherpeek and others, and produce different types of performance graphs. See

Section 3.1'7 for more information.

Xplot is a plot tool. In our System, it is used to plot various performance

graphs made using tcptrace. Xplot and tcptrace tools may be obtained from

<http ://www. tcptr aee. org/>.

3.1.3 Protocol Layers and Configurations

The following subsections discuss the protocols layers and configurations for

the tests done in our test-bed and satellite link.

v

v

V

V

3.1.3.1 Protocol Software Entities

The software used in these experiments is used "as is" from the suppliers

without any attempt to modify it. The only changes are to select options as described

in the experiments. It is felt that this would most closely resemble the situation used

by most system developers who are more concerned with satellite development than

V

V

V

attempting to fine tune software. .....
=

The operating system used on the source and destination data computers is

v

V

Red Hat Linux version 6 1. The kernel build is Z2.12'20

v

V

V

V
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The TCP/IP and data link layer PPP protocols are those that come with the

Red Hat installation software. Both are installed in the kernel without modification.

As mentioned in the end of Chapter 2, Red-Hat Linux 6.1 TCP supports all the

following TCP algorithms implemented in TCP Tahoe, TCP Reno and TCP SACK:

Slow Start, Congestion Avoidance, Fast Retransmit, Fast Recovery and SACK.

The SCPS protocol suite is based upon the software provided by MITRE. All

tests used to analyze the performance of SCPS-TP in this effort were conducted with

version 1.1.48 of the SCPS RI sot_vare. Most of the previous work [8] was done with

earlier version SCPS RI 1.1.34.

3.1.3.2 SCPS and TCP/IP Protocol Layers

As an application process, the SCPS Reference Implementation (R.I) operates

outside the Unix/Linux kernel. It uses the kemel's socket interface to bypass the

transport and network protocols in the kernel and provide access to the network

interfaces. To allow flexibility in the development and execution of SCPS-based

applications, the SCPS Reference Implementation may operate over many different

types of protocols and encapsulation mechanisms. This can be one by performing

different configuration actions according to the users' needs before building the SCPS

RI. Figure 3.3 illustrates the entire SCPS protocol stack and shows the various

configuration options at the different layers in the SCPS protocol suite. The

appl!cation!ayer: FTP runs over TCP and the application layer SCPS-FP runs over

SCPS-TP which is the extended version of TCP. Both TCP and SCPS-TP run over

network layer protocol IP running over either PPP or Ethemet data link. For our
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experiments over SGLS test-bed, the protocol suites we test are: FTP/TCP/IP/PPP for

TCP/IP and SCPS-FP/SCPS-TP/IP/PPP for SCPS; and for the experiments over

satellite link, the protocol suites are: FTP/TCP/IP/Ethernet for TCP/IP and SCPS-

FP/SCPS-TP/IP/Ethernet for SCPS.

v
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Figure 3.3: Protocol layers of SCPS and software entities

3.1.3.3 Protocol Configurations

This section briefly describes how congestion control options, header

V

compression, timestamp option, window scaling option and acknowledgment options

are configured with both protocols in our experiments.

Congestion Control

As mentioned, TCP/IP protocol suite is tested with the implementation of

default TCP incorporated into Red-Hat Linux 6.1. This implementation is considered

to use VJ based congestion control algorithms that were discussed in detail in Section
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2.i. SCPS protocol suite is tested with both VJ and Vegas based congestion control

modes that correspond to SCPS-VJ and SCPS-Veg_ variants of SCPS

implementation. The details of this issue are provided in [6], [7], [8] and will also be

discussed more in Section 3.2.1.

Header Compression

During our experiments, we were careful to ensure that we compared SCPS

and Linux's TCP implementation in as fair a manner as possible. One thing that we

did not anticipate was that when the simulator was configured to have a very low

speed acknowledgment channel, the presence or absence of TCP header compression

greatly affected performance.

Our original tests (with TCP header compression enabled) showed great

disparities in performance between ill 9 (using TCP) and SCPS-FP (using SCPS-TP).

MITRE suggested that the difference was due to TCP header compression [22] in the

Linux PPP driver. Specifically, IP datagrams entering into PPP need go through a

compressor in the PPP driver. This compressor recognizes if the incoming packets

are of the TCP protocol type by checking an 8-bit value of the protocol field in the IP

header. Different Transport layer protocols, TCP, UDP, ICMP or IGMP all can send

data to the IP layer. IP adds this field to the IP header to have an IP protocol number

to recognize the protocol from which the data comes. IP protocol #6 indicates TCP, 1

is for ICMP, 2 is for IGMP and 17 is for UDP [16]. By default, the compressor in the

PPP driver compresses TCP/IP headers (with IP protocol #6) from around 40 bytes

down to 3-5 bytes, but it does not recognize (and hence does not compress) SCPS-TP
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headers which are IP protocol #106 (and also about 40 bytes). To ensure that header

compression was indeed the source of the performance difference, we ran our tests for

tip and SCPS-FP both with header compression turned ON and with it OFF. Running

M.J

with both SCPS-FP and TCP with header compression turned OFF provided a fair

comparison of the two protocols.

V

L

V

SCTS-FP

SCPS-TP

protocol 106

FTP

TCP

protocol 6

IP

PPP Driver

(with or without VJ header compression of
protocol #6)

Media

Figure 3.4: Flow of packets over PPP for both protocols

Figure 3.4 illustrates the flow of packets using both SCPS-FP and tip. Note

V

that at the level of the PPP driver, both SCPS-TP and TCP packets are encapsulated

inside IP packets. The relevant difference is that TCP/IP packets contain an IP

V

protocol ID of 6 while SCPS-TP/IP packets contain an IP protocol ID of 106. The VJ

header compression machinery in the PPP driver operates ONLY on IP packets

M J-

whose protocol ID is 6. Thus SCPS-TP/IP packets transmitted over the PPP link are

always sent uncompressed. For TCP/IP packets, the PPP driver can be configured to

v

either use or bypass VJ compression.

V
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While we did not use it in our tests, it is worth noting that SCPS-TP can be

configured to use its own header compression that is fundamentally different than the

v

W

V

standard Van Jacobson (V J) header compression. While VJ header compression

operates on a link-by-link basis, compressing and re-expanding TCP headers each W

time they are transmitted/received, SCPS-TP header compression operates end-to-

end. Also, VJ header compression uses a method known as differential or delta

V

V

encoding, whereby changes to certain fields of the TCP header are communicated by

sending the difference between the current value and the last value sent. This method

V

v

depends on correct reception of the N t_ TCP segment in order to correctly decompress

the (N+I) st segment. If a single TCP segment is lost, all subsequent segments will

fail to decompress until an uncompressed segment, typically a retransmission of the

first segment lost is sent, and are lost. This means that a single packet lost on a link

that is using header compression generally forces a retransmission timeout (RTO) in

m
W

v

v

_=

order to recover.

Reducing the forty-byte packet header size to only three bytes greatly reduces

the interactive response time and increases the line efficiency. We should note that

the VJ header compression was especially made to improve TCP/IP performance over

low speed (300 bps to 19,200 bps) serial links. In large bandwidth-delay product

networks with moderate to high error rates, we expected that VJ header compression

actually decrease the performance. SCPS-TP header compression, by contrast, does

not use differential encoding. This results in a slightly lower compression ratio

(compressed SCPS-TP headers are typically slightly larger than VJ- compressed TCP

v

V

V

V

V

±

V

36 V

v



v

L
v

V

V

V

headers) but increased robustness, as a single lost packet does not cause the loss of

subsequent packets. The single lost packet can then be recovered via standard means

(SNACK, fast retransmit, etc.) and the sending TCP will hopefully not have to halve

its transmission rate. To fairly compare the two header compression schemes, we

would need to compare TCP/IP with VJ header compression and SCPS-TP with

v header compression running over the SCPS network protocol, SCPS-NP. To date we

have not done this and it is left as future work.

z z
v

v

In our previous work [8], only VJ header compression was disabled. Under

MITRE's suggestions, three other types of PPP compressions were also disabled for

the tests over the SGLS test-bed:

• deflate-This is the default bulk data encryption algorithm for serial links. It

requests that the peer compress packets that it sends.

• bsdeomp-It is another bulk data encryption for serial links. It is used to

request that the peer compress packets that it sends using different compress

scheme.

• predietorl-Functions the same as the above two using different scheme.

The test results over the SGLS test-bed used for our analysis in this

dissertation were obtained by disabling VJ header compression and the above three

Vj

V

PPP compressions. For the test results and analysis of the impacts of VJ header

compression on protocol performance, see [8]. The impacts of deflate, bsdeomp, and

V

V

predietorl compressions have not been analyzed in detail.

V
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Timestamps

Earlier TCP implementations with the time stamps option disabled base their

v

vt_p,

Round Trip Time (RTT) measurements upon a sample of only one packet per

window. This method of timing one segment per window yields an adequate

W

W

approximation to the RTT for connections with low bandwidth-delay products, but

results in an unacceptably poor RTT estimate when the bandwidth-delay product of

V

v

W

the network grows [24]. The TCP timestamp option lets the sender place a timestamp

value in every segment. The receiver reflects this value in the acknowledgment and

allows the sender to calculate an RTT for "each received ACK," which is used to

calculate a Retransmission TimeOut (RTO) value. In order to achieve high

performance and reliable operation in a "long, fat pipe" network (LFN), the most

W

V

W

v

v

current and accurate RTT and RTO estimates possible are necessary to adapt to

changing traffic conditions. The "correct" value of the RTO may change during the

m
v

W

course of a connection if the RTT changes significantly.

Both TCP and SCPS TP are symmetric protocols, which allow user data to be

W

V

V

sent in either direction on a single connection. Therefore timestamp always be sent

and echoed in both directions as per RFC 1323 Timestamps [24]. By default, the time

stamp options are enabled for both Red Hat Linux 6.1 (with kernel 2.2.12-20) built-in

TCP/IP and SCPS-TP.

v

w

W

In details, enabling or disabling the time stamp option will have the following
v

V

impacts: W

W

v

38

W

W



v

N.J

"x...

x....-

M.i

Mg

v

V

• Enabling the time stamp options adds an additional 12 bytes of overhead to

the TCP/IP and the TP/IP segment header of 40 bytes. In other words, for a

frame size of 1500 bytes over the PPP link in our system, the default time

stamp being enabled reduces the available data size from (1500-40)=1460

bytes to (1500-52)=1448 bytes.

• Since the TCP and SCPS-TP time stamps work symmetrically, enabling them

also adds 12 bytes to the TCP and TP header of every ACK. Since a "plain"

ACK (on a connection that is not using the time stamps option) is 40 bytes

long, the 12 bytes of time stamp make a considerable difference on low-rate

acknowledgment channels. For example, on the 2400-bps acknowledgment

channel in our asymmetric tests, we can send a maximum of (2400/8)/40 = 7.5

ACKS/second without time stamps while only (2400/8)/52 = 5.77

ACKS/second can be sent with a time stamp. We know both TCP and SCPS

TP are Clocked protocols and they use the reception of acknowledgments as an

indication that the data has "left the network" so more data can be sent.

Therefore, the rate at which the sender receives acknowledgments controls the

rate that new data can be sent out. Consequently, fewer acknowledgments per

time unit will decrease the amount of data that can be transmitted per unit

time.

• At the cost of reducing 12 bytes data for each packet and slowing down the

link acknowledgment process, more accurate and current RTT estimates can
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be achieved if the time stamps are enabled. This is the real significance of

enabling time stamps.

Many people prefer enabling time stamps even at the extra overhead cost. In

non-perfect link conditions (i.e., variations in RTT, corruptions and congestion

losses), enabling time stamps may help more than hurt. Both TCP and SCPS-TP are

tested with timestamps enabled by default for the experiments in this dissertation. The

V

W

W

W

W

W

v

test results for SCPS-TP with timestamps disabled and a detailed description of the

impact oftimestamp on TCP and SCPS-TP are contained in [6], [7] and [8].

Window Scaling

The 16 bit receiver window size of TCP header limits the largest window that

can be used to be 65,536 bytes. TCP performance problems arise with 65 Kbytes

receiver window in an "LFN" [25]. The Window Scaling option [24] expands the

TCP window size fi'om 16 to 32 bits to permit TCP have more than 64 Kbytes of data

outstanding at one time. This was simply done by imposing an implicit scale factor to

the advertised window instead of changing TCP header size [16]. This option can

increase the maximum outstanding data by powers of two, up to 213. The Window

Scaling options are enabled for both Red Hat Linux 6.1 built-in TCP/IP and SCPS-TP

for which the FTP and FP run over individually.

Since SYN segments are always sent reliably, both the sender and the receiver

must send the Window Scaling option in their SYN segments to enable window

scaling. The passive open end can send the option only if the incoming SYN specifies

V

v

W

V
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it. The scale factor can be different in each direction but should be fixed in each

direction when the connection is established.

This option is necessary to fill high capacity packet satellite links that are

LFN's [23]. Operating with a larger window is more beneficial in an environment in

which data loss is usually caused by link corruption. This makes the sender keep

transmitting new data while recovering from packets losses. As one of the techniques

for coping with errors, SCPS-TP with the Window Scaling option enabled maintains

V

its throughput in the event of corruption-induced losses.

Similar to RFC 1323 Timestamp option, RFC 1323 Window Scaling option,

by default, is enabled for both TCP and SCPS-TP for the experiments in this study.

The above strength of the Window Scaling capabilities is not shown up for both

_...J

protocols in our SGLS test-bed environment but is shown up in our large BDP

satellite environment. This is because the test-bed experiments were run over the slow

v

MJ

V

PPP serial link with the maximum rate 57,600 bps and the capacity of less than 670

bytes and the satellite link capacity is much larger than 65 Kbytes. This can be

verified from tcptrace traffic statistic report that "adv wind scale" is '0' in SYN

segments for test-bed experiments and is non-zero for satellite link tests. The details

of window scaling option can be found in [24].

3.1.4 Experiment Assumptions

We made several explicit assumptions about the test configuration and

v

experiment methodology in the previous work. The experimental results we have

v
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used in this dissertation are also based on these assumptions. Here we discuss these

assumptions.

KJ

V

3.1.4.1 Number of Test Runs, File Order and File Size

As one of multiple comparison procedures, Fisher's comparison procedure

[26] is known as the least significant difference. Based on a t-test, Fisher's least

significant difference procedure determines that the difference Yi -Yj is significant

if

7,--I 2/r ,

In which, Yi and yj are two sample averages of two treatment groups; ct is the

significance level of the test, which is mostly defined to be 0.05; MSe is a pooled

estimate of the common variance of the treatment groups; a is the number of

treatment groups, n is the number of observations within each group and a(n-1) are

the degrees of freedom of MSe.

Based on our experience [5], [6], [7], [8], we expect MSe_lseJ and the

smallest significant mean difference which should be statistically detected is around 1

second, i.e., ]7/-_-jl _ 1 second. For our experiments over SGLS test-bed, we haven

= 24 configurations for each file within each protocol pair comparison (24=2 Protocol

x 2 Channel Rate x 3 BER x 2 Delay). Based on this description, if let ct = 0.05, we

have
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Let's assume we will need a very huge number of observations to detect the mean

difference of 1 second, by a t-test, this gives us

to.o5/2.24(n_l)>120 = 1.96.

Therefore, we have

Solve it, we have n > 7.68. This indicates that any number which is greater than or

equal to 8 can be chosen to be the observation number for our experiments.

Based on the above analysis, let's choose n = 16, which is sufficiently large to

M..c ¸

statistically detect the significant mean difference of 1 second with Power > 95%.

Most satellite transfers can be thought of a single-attempt trial. The network would

have no memory of previous results or chance tO optimize based on previous data

streams. We consider 16 replicate observations will be representative of these single-

_j

k.j

shot attempts at data transfers.

In order to prevent systematic bias of file transfer time for each

configurations, the data files with size of 1Kbytes, 10Kbytes, 100Kbytes and 1Mbytes

will also be arranged randomly for transmission instead of the order from smallest to

largest. In total, there will be 2304 (=144x16) runs for the experiment over SGLS

V

test-bed and 576 (=36x16) runs for the experiment over satellite link. The details are

provided in Section 3.2.

= :
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To avoid cyclic effects associated with random error vector generation, actual

file sizes were taken as the prime number nearest the nominal size, as shown below:

1Kbytes --) 997 bytes

10Kbyte --) 10,007 bytes

v

W

100Kbyte --) 100,003 bytes

1Mbyte --) 1,000,003 bytes

W

3.1.4.2 SGLS Test Configuration

The SGLS test configuration can be thought of as a single point-to-point W

transmission between a gro_d station and a satellite, There is no external network

interaction. It is assumed that the important parameters for this investigation are

contained in this link and not in other ground links.

W

W

V

W

W

3.1.5 Experiment Procedures

The experiments conducted over SGLS test-bed were performed with the
W

w

same simulator configuration and software versions. The

discuss the test method and test result analysis techniques.

following subsections V

W

v

3.1.5.1 Test Method

As mentioned above, the Expect script files are used to configure and control

the simulation process. Basically, the user configures the SGLS for the desired link

delay value and BER. The user can set the desired point-to-point link delay from 0 ms

v

W

through 5000 ms (5 seconds) in our test-bed. The simulated link delays of 0 ms, 3 ms,

120 ms, and 1280 ms in our test-bed correspond to no delay, LEO satellite orbit, GEO

satellite orbit, and lunar orbit in realistic environment. If we consider using all the

V

V

V

V

v
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above four delays levels in our study, our experiment will have 2880 degrees of

freedom in the error term. This is a huge number of d.f. We know when an

experiment has too many d.f. in its error term, it becomes overcritical. In this case,

differences of no practical significance will be found. Considering this effect, in this

study, we conducted the experiments with two practical delays of 120 ms and 1280

ms only. The BER can be selected from any of error free, 1E-6 and 1E-5. The Expect

script controls the selection of the file size, the number of transmission attempts, and

the congestion control mechanism.

3.1.5.2 Data Collection

The Expect scripts produce the transfer time data for each run. These

computer-generated data files are then analyzed for data throughput times after being

organized manually according to their different protocol and configuration options.

3.1.5.3 Analysis Techniques

We analyze the protocol reported transmission times based on the 16-nm

averages for each experiment configuration. The file transfer time averages are

plotted and compared for interesting configurations using Excel spreadsheets. The

experimental data are conducted the Analysis of Variance (ANOVA) and the mean

comparisons using the Statistical Analysis System (SAS) based Tukey's Honestly

Significant Difference (I-ISD) procedure [26], [27]. As a typical member of the

outside-in class of means separation techniques, Tukey's HSD procedure is generally

used for comparing the pairs of treatments and determining which pairs of means are

different.
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Basically, Tukey's HSD procedure uses a single critical difference

q,_.,.o(,-O_ n '

that is, two means y,. and yj are considered significantly different if

where q is the o_-level critical value of a studentized range distribution of a

independent normal random variables with a(n-1) degrees of freedom, n is the equal

size of the experiment group and MS, is a pooled estimate of the common variance

of the treatment groups.

Both of Fisher's least significant difference procedure used in Section 3.1.4.1

and Tukey's HSD procedure are multiple comparison procedures belonging to the

"outside-in" class of means-separati0n techniques. Fish's procedure is known as the

W

m
w

V

W

W

V

W

least significant difference and is based on a t-test while Tukey's HSD utilizes the

studentized range qa,,,,(,_owhich is more conservative. The details of both

procedures can be found from [26] and [27].

Alternatively, the significant different pairs of means can also be determined

by finding the confidence interval around th¢ mean difference. The confidence

interval may be more useful than significance tests in multiple comparisons.

Confidence intervals show the degree of uncertainty in each comparison in an easily

V

v

V

V

V

v

interpretable way;, they make it easier to assess the practical significance of a

difference as well as the statistical significance. In our experiments, we determine the
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significant different pairs by finding the confidence interval around the difference in

the mean file transfer time value. The mean difference is considered to be significant

X..j

if the confidence interval does not include 0.

In this dissertation, some of different performance graphs obtained using

network analysis tools are also used to support our analysis if necessary:

x,,..i

Time Sequence Graph---Time Sequence Graph shows the

between the segments and the acknowledgments in terms of time.

relationship

Throughput Graph---It shows the average and instantaneous throughput of

the connection as a function of time.

v,,./

Round Trip Time (RTT) Graph---RTT Graph shows the round-trip times

for the ACKs as a function of time.

Outstanding Data Graph---It shows the number of packets in flight in the

_r

pipe at a particular time.

Segment Size Graph----Segment Size Graph displays how the size of

segments varies with respect to time.

The above graphs are obtained by using network analysis tools tcpdump,

tcptrace and xplot. The above different graphs can provide us the detailed information

about each connection including the elapsed time, size of segments received and

transmitted, RTT, throughput and congestion window status. This gives us an view on

k.,,

the relationships between the protocol performance and different network parameters,

which cannot be obtained using our previous approach by just comparing the

averaged file transmission time [6], [7], [8].
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3.2 Experimental Work

As mentioned in Chapter 1, the following two sets of experiments are analyzed

and different levels of each factor for

in this dissertation:

1. Experiments over SGLS test-bed;

2. Experiments over satellite link.

3.2.1 Experiments over SGLS test-bed

Figure 3.5 outlines test factors

experiments over SGLS test-bed. The test conditions include link delay, channel rate,

Bit-Error-Rate (BER) and transmission file size, which represent satellite orbit status,

channel operating mode, space channel noise and user transmission load individually.
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Figure 3.5: Outline showing test factors and different levels of each factor for

experiment over SGLS test-bed
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The joint of different levels of the above test factors is expected to simulate a

sufficiently practical and low BDP space communication environment in which the

basic behavior of the protocols can be characterized so that basic questions listed in

Chapter 1 can be addressed. By comparing protocol performance between TCP/IP

and SCPS and between SCPS-VJ and SCPS-Vegas, we expect to answer the first two

questions. By studying the effects of different levels of link delay and the effects of

various BER, we expect to address question (3).

From Figure 3.5, we see there will be 144 (=3 Protocol × 2 Delay x 2 Channel

Rate × 3 BER × 4 File Size) test configurations for the experiment over SGLS test-

bed. Basically, the following three sets of analyses will be done to explore the

behavior of protocols by plotting the relationships between the averaged file transfer

time (over 16 observations) and 'the file Sizes (1Kbytes, 10Kbytes, 100Kbytes and

1Mbytes). Both the time and the file size are converted into logarithm for an explicit

comparison.

(1) Plot and analyze the relationships between the averaged file transfer time

and the file sizes for the _ee protocol options (TCP/IP, SCPS-VJ and

SCPS-Vegas) for each of 12 (=2 Channel Rate x 3 BER x 2 Delay) test

treatments. So this set includes 12 plots in totall

(2) Plot and analyze the relationships between the averaged file transfer time,

the file size for both delay options of 120 ms and 1280 ms with individual
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BER for each of TCP/IP, SCPS-VJ and SCPS-Vegas. This includes in

total 18 (=3 Protocol x 2 Channel Rate x 3 BER) plots.

R
v

V

(3) Plot and analyze the relationships between the averaged file transfer time

and the file sizes for all three BERs with each of two delays for each of

V

W

TCP/IP, SCPS-VJ and SCPS-Vegas. This will have 12 (=3 Protocol x 2
V

w

Channel Rate x 2 Delay) plots.

For the above three sets of analyses, set (1) is intended as a straight

V

V

comparison of the performance of TCP/IP with SCPS and to compare the

performance between two control modes of SCPS itself under the identical

transmission conditions. Analysis set (2) is intended to investigate how each protocol

behaves differently when a much longer link delay is involved with the increase of

v

w

V

the file size under different combination of channel rates and BERs. The objective for

above analysis set (3) is to explore how each protocol behaves differently for

different BERs along with the change of the file size under different test conditions of

W

V

v

channel rate and delay.

For set (1), the experimental data will be classified into the following two sets

V

V

for protocol performance comparison using the SAS procedures:

(1) TCP/IP based data versus SCPS-VJ based data;

W

v

V

(2) SCPS-VJ based data versus SCPS-Vegas based data.

The above classification is based on the relationship between the protocols

v

W

and two control modes of SCPS protocol. Like standard Van Jacobson (VJ)

congestion control based TCP, SCPS-TP makes a default assumption regarding the

v

W

V
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source of loss in the absence of any explicit information. TCP;s default assumption is

that all loss is caused by congestion; however, SCPS-TP's default parameter can be

set either to SCPS-VJ or to SCPS-Vegas by an application based on different

assumptions of the source of packet loss. In a realistic satellite environment, where

network bandwidth is primarily managed on private links, link congestion is unlikely

and it is reasonable for SCPS-TP to assume by default that any loss is due to errors.

The congestion control philosophy for SCPS-VJ is the same as that for TCP which is

r

x_.j

_,.¢

to assume that all data loss (regardless of bit error loss or link congestion loss) is

caused by the link congestion while the philosophy for SCPS-Vegas distinguishes the

M,/

_J
loss caused by bit error and congestion. Another words, TCP and SCPS-VJ consider

the bit error loss as link congestion loss while SCPS-Vegas treats bit error just as bit

v,..¢

V

_Sr

v_,,-

error. Based on the above different assumptions, for our experiments over SGLS test-

bed and realistic satellite link where the bit error dominates the data loss, VJ based

TCP and SCPS-VJ consider high BER caused data loss as congestion loss and thus

reduce the congestion window and further slow down the transmission while SCPS-

Vegas might keep its throughput unchanged in the case of frequent data loss caused

by high BER. This will definitely affect the protocol performance. Based on the

above description, the comparison set (1) is intended to provide an intuitive

v

performance comparison between VJ based protocols TCP and SCPS under the same

assumption that all data loss is caused by congestion. The objective for the

comparison set (2) is to see how SCPS performs differently under the different
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assumptions that data loss is caused either by link congestion or by bit error

corruption.
v

v

Based on different features implemented for each protocol described in

Chapter 2 and the above description of test factors, Table 3.1 provides a qualitative

V

V

v

expectation of space channel effects on three protocols. These effects on protocol

performance are studied in detail in Section 4.2 and Section 4.3.

M

V

W

Table 3.1: Expected qualitative effects of space channel conditions on protocols

TCP/IP SCPS-VJ SCPS-Vegas

Link Delay Highly Sensitive Moderately Slightly Sensitive
Sensitive

Channel
Moderately Slightly Sensitive Slightly Sensitive

Rate Sensitive

Moderately
Bit-Error- Highly Sensitive Slightly Sensitive

Rate Sensitive

V

v

W

V

V

W

V

V

Corresponding to basic questions listed in Chapter 1 and the above three sets

of analyses, the following sets of null hypotheses may be tested using the HSD

V

v

w

procedure:

For analysis set (1):

Hypothesis Set 1: TCP/IP and SCPS-VJ have equal file transfer time means

for each of the same transmission conditions of link delay, BER and file size

V

v

V

V

with symmetric channel rate.

Hypothesis Set 2: SCPS-VJ and SCPS-Vegas have equal file transfer time

v

V

V

means for each of the same transmission conditions of link delay, BER and

file size with symmetric channel rate.

v
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Hypothesis Set 3: TCP/IP and SCPS-VJ have equal file transfer time means

for each of the same transmission conditions of link delay, BER and file size

with asymmetric channel rate.

Hypothesis Set 4: SCPS-VJ and SCPS-Vegas have equal file transfer time

means for each of the same transmission conditions of link delay, BER and

file size with asymmetric channel rate.

The test results for the above hypotheses Set 1 and Set 2 can be found in

Section 4A.1 and the results for Set 3 and set 4 are in Section 4.1.2.

For analysis set (2):

Hypothesis Set 1: TCP/IP has equal file transfer time means with Delay=120

ms and Delay=1280 ms for each of the same transmission conditions of

channel rate, BER and file size.

Hypothesis Set 2: SCPS-VJ has equal file transfer time means with

Delay=120 ms and Delay=1280 ms for each of the same transmission

conditions of channel rate, BER and file size.

Hypothesis Set 3: SCPS-Vegas has equal file transfer time means with

Delay=120 ms and Delay=1280 ms for each of the same transmission

conditions of channel rate, BER and file size.

Sections 4.2.1, 4.2.2 and 4.2.3 provide the test results for each of the above

three sets of test hypotheses.
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Foranalysisset(3):

HypothesisSet1: TCP/IPhasequalfile transfertimemeanswith BER=0and
v

v

BER=IE-6 for each of the same transmission conditions of channel rate, link

delay and file size.

Hypothesis Set 2: TCP/IP has equal file transfer time means with BER=IE-6

and BER=IE-5 for each of the same transmission conditions of channel rate,

link delay and file size.

Hypothesis Set 3: SCPS-VJ has equal file transfer time means with BER=0

and BER=IE-6 for each of the same transmission conditions of channel rate,

link delay and file size.

Hypothesis Set 4: SCPS-VJ has equal file transfer time means with BER=IE-

6 and BER=IE-5 for each of the same transmission conditions of channel rate,

link delay and file size.

Hypothesis Set 5: SCPS-Vegas has equal file transfer time means with

BER=0 and BER=IE-6 for each of the same transmission conditions of

channel rate, link delay and file size.

Hypothesis Set 6: SCPS-Vegas has equal file transfer time means with

BER=IE-6 and BER=IE-5 for each of the same transmission conditions of

channel rate, link delay and file size.

Section 4.3.1 will provide the test results for Set 1 and Set 2; Section 4.3.2

will have results for Set 3 and Set 4 and Section 4.3.3 for Set 5 and Set 6.
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3.2.2 Experiments over Satellite Link

Figure 3.6 outlines test factors and different levels of each factor for

experiment over satellite link. Similar to the experiments over the SGLS test-bed, by

comparing protocol performance between TCP/IP and SCPS, we expect to answer

question (1) and question (2) listed in Chapter 1. We also expect to address question

(4) by comparing the protocol performance between SGLS test-bed and live satellite

link. Besides this, the tests over realistic satellite link are also expected to bring more

v

benefits: (1) Extending performance to cover large BDP region as well; (2) Improving

the SGLS test-bed based on the analysis of test results

V

V

V

%..,J.
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Figure 3.6: Outline showing test factors and different levels of each factor for

experiment over satellite link

V
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By comparing Figure 3.5 and Figure 3.6, we see there are three differences

between them:

(1) Tests over satellite link are done only with the delay of 120 ms;

(2) Tests over satellite link are done only with error free link;

v

v

V

(3) Only rat e of 57,600 bps:57,600 bps is identical between them.

All the above three differences are due to the restriction of available satellite

v

V

link conditions. Difference (1) is due to the fact that the available geostationary

satellite has the link delay fixed at 120 ms. For difference (2), the condition of

nonzero BERs could not be obtained although many efforts were made by both Naval

Research Lab (NRL) and Infinite Global Infrastructure (IGI) which both are our

experiment cooperators. The tests over nonzero BERs are left to be future work when

V

V

w

w

V

W

v

the conditions are available. For difference (3), the tests with rate of 4 Mbps:4 Mbps

and rate of 4 Mbps:57,600 bps are done to extend the performance analyses to cover

large BDP region. With the rate of 57,600 bpsi57,600 bps, we aim to validate the

SGLS test-bed performance by comparing the in-lab results with the actual satellite

V

W

V

V

v

Channel results _der the conditions of slow symmetric Channel rate. This is expected

to help us improve our SGLS test-bed based on the comparison results. The proposed

v

tests with the rates of 57,600 bps:2400 bps and 4 Mbps:9600 bps could not be

conducted since the slowest satellite link rate available is around 57,600 bps.

v

v

From Figure 3.6, we see the experiment over satellite link will have 36 (=3

Protocol x 1 Delay x 3 Channel Rate x 1 BER x 4 File Size) configurations.

V _

V
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Considering that the tests over satellite link are conducted under different conditions,

satellite channel results will be analyzed in the following two sets:

(1) Plot and analyze the relationship between the averaged file transfer time

and the file size for three protocol options (TCP/IP, SCPS-VJ and SCPS-

Vegas) for each of 3 (=3 Channel Rate x 1 BER x 1 Delay)

%.J

configurations.

(2) Plot and analyze the relationship between the averaged file transfer time

v

v

and the file size with rate of 57,600 bps:57,600 bps, BER=0 and delay of

120 ms for both SGLS test-bed and satellite link for each of 3 (=1 Channel

v

Rate x 3 Protocol x 1 BER x 1 Delay) configurations.

From the first way, we expect to see the performance differences among

different protocols under the same transmission condition over satellite link. The

second way is intended to explore the performance differences and/or similarities

between SGLS and satellite link for each of three protocols and thus, to validate the

SGLS test-bed performance.

Similar to the experiments over test-bed, the satellite link protocol

rk_

performance analysis set (1) will be done based on analyzing the following two sets

of relationships using the SAS based procedure:

(1) TCP/IP based data versus SCPS-VJ based data;

(2) SCPS-VJ based data versus SCPS-Vegas based data.

The testable sets of null hypotheses corresponding to two sets of protocol

performance analyses are listed below:
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For analysis set (1):

Hypothesis Set 1: TCP/IP and SCPS-VJ have equal file transfer time means

for each of three channel rates and each of four file sizes with BER=0 and

Delay=120 ms.

Hypothesis Set 2: SCPS-VJ and SCPS-Vegas have equal file transfer time

means for each of three channel rates afad each of four file sizes with BER=0

and Delay=120 ms.

Section 5.1 will give the test results for the above two sets of test.

For analysis set (2):

Hypothesis Set 1: TCP/IP has equal file transfer time means for tests over

SGLS test-bed and satellite link with each of four file sizes, channel rate

57,600 bps:57,600 bps, BER=0 and Delay=120 ms.

Hypothesis Set 2: SCPS-VJ has equal file transfer time means for tests over

SGLS test-bed and satellite link with each of four file sizes, channel rate

57,600 bps:57,600 bps, BER=0 and Delay=120 ms.

Hypothesis Set 3: SCPS-Vegas has equal file transfer time means for tests

over SGLS test-bed and satellite link with each of four file sizes, channel rate

57,600 bps:57,600 bps, BER=0 and Delay=120 ms.

v
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The test results for the above three sets of test hypotheses are provided in

Section 5.2.

Necessary analysis of variance is conducted to compare the protocol

performance and analyze the effects of link delay and BER on each protocol
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performance to test the above hypotheses. Additionally, linear regression models are

built for experiments over the SGLS test-bed to reflect the relationships between

v

V

protocols' file transfer time and transmission conditions. Regression models are built

for the regression of logarithmic file transfer time on file size, delay, BER and their

interactions for each of joint conditions of protocol and channel rate. Those models

are built when we study the effects of BER on the protocol performance in Section

4.3. Linear regression models for the regression of satellite link time on SGLS test-

bed time are also built for the study of the protocol performance over satellite link in

Chapter 5. Building a conventional response surface for the experimental data may

V not be successful. We know quadratic response surfaces are a multivariate Taylor

series expansion of the regression surface. Consequently, the methodology requires at

least three distinct values for each explanatory variable (this is a necessary condition

but is not sufficient by itself). Two quantitative explanatory variables in our

experiments, Bit-Error-Rate and File Size, having three distinct levels in which Bit-

Error-Rate contains 0, 1E-6 and 1E-5 and File-Sizes were nominally 1K, 10K, 100K

i

and 1000K. As can be seen, the BER spans six orders of magnitude and the file size

span four orders of magnitude. An experimental region of this size may create serious

problems for polynomial approximation. These problems will show up in the formal

lack-of-fit test: the tests statistic is enormous. In this case, the response surface may

come nowhere near the observed means for most combinations observed. This can be

understood from the way that the data indicate that a 2-order polynomial surface
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cannot bend itself into the required shape and thus, reasonable response surfaces

cannot be built for the analysis.

Chapter 4 and Chapter 5 present the detailed analysis of the experiment over

the SGLS test-bed and the experiment over satellite link respectively.
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4 BEHAVIOR OF TCP/IP AND SCPS OVER TIlE SGLS TEST-BED

This chapter analyzes the behavior of TCP and SCPS (SCPS-VJ and SCPS-

V

V

MJ

Vegas) running different congestion control modes over the SGLS test-bed by

plotting the averaged file transfer time of each file size for different experiment runs.

V

As mentioned in Section 3.2.1, the following three sets of plots will be examined:

(1) Plot the relationships between the averaged file transfer time and the file

sizes for the three protocol options (TCP/IP, SCPS-VJ and SCPS-Vegas)

for each of the twelve test configurations.

vMa¢

V

V

V

(2) Plot the relationships between the averaged file _ansfer time, the file size

for both delay options of 120 ms and 1280 ms with individual BER for

each of TCP/IP, SCPS-VJ and SCPS-Vegas control options.

(3) Plot the relationships between the averaged file transfer time, and the file

size for all three BERs with each of two delays for each of TCP/IP, SCPS-

v

VJ and SCPS-Vegas.

Set (1) is intended as a straight comparison of the performance of TCP/IP with

V

SCPS and to compare the performance between two control modes of SCPS itself

under the identical transmission conditions. Analysis set (2) is intended to investigate

how each protocol behaves differently when a much longer link delay is involved

with the increase of the file size under different combination of channel rates and

V

V

BERs. The objective for above analysis set (3) is to explore how each protocol

behaves differently for different BERs along with the change of the file size under

different test conditions of channel rate and delay.

V

V
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When we studythe BER effectson protocol performancein set (3), linear

regressionmodels for the regressionof file transfer time on the transmission

v

V

v

conditions are also built to reflect the relationships between the response time and

experimental factors in our experiments.

The above three sets of plots are intended to compare the performance of

TCP/IP and SCPS and to investigate the effects of delay and BERs on the protocol

performance. When we examine the above three sets of plots, the mean comparison

V

v

n
v

v

v

v

using the SAS based HSD procedure is also provided in the form of a table. Each

comparison table contains corresponding file size, mean times for each comparison

V

w

W

pair, mean difference in seconds, 95% confidence interval and mean difference in

percentage. The mean difference is considered to be statistically significant if the
V

confidence interval does not include 0. Comparisons significant at the experiment

wise error rate 0.05 level are indicated by "*" following confidence limits. The mean

m

v

V

difference in percentage is calculated only for each pair which has statistically

significant difference. The performance comparison tables are used to support our

v

.V

v

analyses of plots by providing a quantitative difference and a qualitative result for

each mean comparison pair.

Sections 4.1, 4.2 and 4.3 concentrate on each of the above three sets of

analyses. The analysis will be primarily supported using the SAS based HSD

procedure. Appendices A, B and C provide the mean and standard deviation of file

V

v

v

v

v

transfer time of 16 observations for each experimental run, which are used for the

above plots.

v
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4.1 Comparing the Performance of TCP and SCPS

The goal of the performance comparison between protocols is to see which

protocol has better performance tmder various transmission Conditions. As mentioned

in Chapter 3, based on the relationship between the protocols and the relationship

between two control modes of SCPS protocol, the analysis using SAS based HSD

V procedure will be done for each oft_he following protocol comparison sets:

(1) TCP/IP versus SCPS-VJ;

M.J

(2) SCPS-VJ versusSCPS:Veg_i _ "

Each of the above two comparison sets has 24 configurations (=2 Protocol x 2

z

V

Channel Rate x 3 BER x 2 Delay) for each file size. The number of observations is

384 (=16 x 24) since there are 16 observations for each treatment. Two sets of

comparisons will be done for each of two protocol comparison sets based on different

v

channel rates: symmetric rate (115,200 bps:ll5,200 bps) and asymmetric rate

(115,200 bps:2400 bps). Each set of comparison will be made for each BER with

V

delays of 120 ms and 1280 ms.

4.1.1 Comparison with Symmetric Channel Rate of 115,200 bps:ll5,200 bps

V

v

V

V

The simulated channel rate of 115,200 bps:115,200 bps over test-bed is

considered to simulate slow symmetric satellite channel.

4.1.1'1 BER=0

Tests with BER=0 are expected to predict the protocol performance over error

free satellite link.

v
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V

Delay of 120 ms

The simulated channel delay of 120 ms is considered to correspond to GEO
V

satellite orbit. Figure 4.1 compares the transfer time of each file size for all TCP,

SCPS-VJ and SCPS-Vegas protocols with channel rate of 115,200 bps:115,200 bps,

V

V

V

BER=0 and Delay=120 ms. Note both file transfer time and the file size are plotted in

logarithm for an explicit comparison. The data table at the bottom contains the

averaged logarithm time for each of 12 combination s ofth e protocol and file size.

Table 4.1 provides the corresponding comparisons of means for two protocol

comparison sets using Tukey's HSD procedure.

V

v

w

v

W

W

When we look at the plot in Figure 4.1, we see the means for all file size

among three protocols are bound together except for 1K file where TCP/IP takes a bit

more time than both SCPS-VJ and SCPS-Vegas do. The actual mean difference is

about 0.068 second (=0.145-(0.076+0.078)/2). Although there is a slight difference in

v

V

V '

this case, the result of the comparison of means in Table 4.1 shows there is no

statistically significant difference for all eight pairs of means of four files between

V

w

V

three protocols. Thus, we may conclude that three protocols perform essentially the

same for the slow symmetric, error-free channel with 120 ms delay.

V

v

Delay of 120 ms

Figure 4.2 plots the file transfer time for all protocols with delay of 1280 ms.

From Figure 4.2, we see SCPS-Vegas jumps over both TCP/IP and SCPS-VJ at the

points 1OK and 100K files while TCP/IP and SCPS-VJ keep closely during the whole

course of four file transmission.
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The HSD procedure in Table 4.2 indicates that the only two points whose

means are significantly different: 10K and 100K points between SCPS-Vegas and

SCPS-VJ. This supports the observations in Figure 4.2.

By comparing the above two plots with BER=0, we may conclude for the

comparing the protocol performance over error free link:

• There is no significant difference in the performance of the protocols for all

four file size with a delay of 120 ms.

• The increase of link delay time for 120 ms to 1280 ms does not affect the

relationship between three protocols for a very small file (1K) and a relatively

large file (1000K) but causes statistically significant differences for 10K and

100K files between SCPS-VJ and SCPS-Vegas. By checking all 16

observations for both SCPS-VJ and SCPS-Vegas, these differences were not

caused by particular exceptional rtms. These differences actually come from

the fundamental behavior difference between VJ's traditional Slow Start

mechanism and Vegas's modified Slow Start mechanism. For the transmission

of a small file such as 10K or 100K, most of the transmission work is done

during the initial Slow Start phase. As we discussed in Section 2.1.4, in order

to detect and prevent congestion occurring during Slow Start phase, Vegas

modifies traditional Slow Start from exponential growth of throughput for

every RTT to exponential growth for every other RTT. In between, the

congestion window stays fixed so a valid comparison of the expected rate and

actual rates can be made. When the actual rate falls below the expected rate by
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the equivalent of one router buffer, Vegas changes from exponentially

increasing Slow Start phase to linearly increasing Congestion Avoidance

phase. For transmitting a relative small file such as 10K or 100K, the slow

exponential growth of the congestion window only for every other RTT

definitely decreases Vegas's throughput. This is what we see here for the

transfer of 10K and 100K files. When we have a very large file such as

1000K, most of the transmission is done during the Congestion Avoidance

phase. Vegas's "proactive" Congestion Avoidance mechanism detects

incipient congestion and avoids packet losses and thus compensates earlier

slow rate transmission during Slow Start phase. This is what happens for

1000K where no statistical performance difference can be seen. Although

there is 68.2% Mean Difference(%) for 1OK and 21.1% Mean Difference(%)

for 100K, they may not be practically significant since both the mean times

and the file sizes are actually very small.

• We might expect that, along the increase of the BER, Vegas might perform

better than SCPS-VJ for 1000K file while it will still perform behind for 10K

file with Mean Difference(%) getting smaller and smaller. This is because a

very high BER causes very frequent packet losses for SCPS-VJ (actually also

for TCP/IP since both run the same congestion control algorithms) and thus

reduces its throughput while Vegas's modified mechanisms prevent those

losses and keep its consistent transmission.
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The delay increase does not change the relationships between TCP/IP and

SCPS-VJ and their performance keeps no statistical significantly difference.

Based on the above observation, we may expect that decreasing link delay to

around 3 ms (i.e., extending it to LEO link) would not make the protocol

performance and the performance relationship too much different since the

link delay difference between 3 ms to 120 ms is practically trivial compared

with frame clock out time.

V

v

4.1.1.2 BER=IE-6

The BER of 1E-6 is not expected to make serious data corruption and does not

cause too much retransmissions.: Thus, the throughput is not expected to be decreased

seriously. This should be clearer for transmitting small files.

V

V

V

Delay of 120 ms

Figure 4.3 displays the relationships among protocols with channel rate of

115,200 bps: 115,200 bps, BER=IE-6 and Delay =120 ms.

We note the relationships among protocols are very similar to that from the

comparison with BER--0 in Figure 4.1 An intuitive idea is that all three protocols

perform similarly. This can be verified by looking at the HSD procedure in Table 4.3,

which shows there is no pair having significant performance difference.

L

V

Delay of 1280 ms

Protocol relationship for delay of 1280 ms is plotted in Figure 4.4, which

v

V

V

shows that the relationship is similar to that in Figure 4.2 except that three protocols

have separation at the point of 1000K file.
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When we look at the comparison of means in Table 4.4, we see all three

protocols perform significantly different for 1000K file size with that SCPS-Vegas's

v.#

m

time is the least and TCP/IP's is the most.

As we expected in Section 4.1.1.1, Vegas performs better than SCPS-VJ for

1000K file while it is still behind for 10K file with a smaller Mean Difference(%).

This phenomenon is expected to be clearer when the BER is increase to 1E-5. We

also realize that the variances in the file transfer times are getting larger with the

increase of BER from 0 to 1E-6.

W

W

W

V

V

V

v

v

Based on the above analyses for both delays, we may have the following

conclusions for the protocol comparison with BER of 1E-6:

• •With the delay of 120 ms, the change from e_rror free to BER=IE-6 does not

significantly change the performance of all protocols and their relationships,

and the protocols still perform similarly.

• The combinations of BER=IE-6 and Delay =1280 ms make all three protocols

perform significantly different each other for a large file 1000K with Mean

Differences(%) larger than 15%. We may consider that three protocols are

practically different for transmitting 1000K file with BER=IER-6 and

L__

V

v

V_

r_

V

V

V

V

Delay=1280 ms. This can be understood that the file of 1000 Kbytes is large

enough to lead the protocols into the steady state with the effects of error

corruption and longer link delay so that their performance difference is shown

up.
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4.1.1.3 BER=IE-5

BER=IE-5 is considered to be a relatively high error rate for ground intemet

v

-,,,....,'

channels. But it is still within the space communication specifications of NASA.

Delay of 120 ms

Figure 4.5 plots the performance of three protocols for channel rate of 115,200

bps:ll5,200 bps, BER=IE-5 and Delay=120 ms. We see here all files averaged

transfer time are much longer than that in Figure 4.1 and Figure 4.3. But their

v

relationship is still similar to previous two except that, for 1000K file, SCPS-Vegas

taking the least time performs significantly different from other two which almost

v

v

have no performance difference. Table 4.5 supports our observation.

Delay of 1280 ms

v

Figure 4.6 shows the situation when protocols are used to transmit file with

BER=IE-5 and Delay=1280 ms. Three protocols all perform differently each other

.....i

v

V

V

for relatively large files 100K and 1000K, especially for 1000K file between TCP/IP

and SCPS-Vegas. As we expected in Section 4.1.1.1, Vegas performs much better

than SCPS-VJ for 1000K (and 100K) file while it is still behind for 1OK file but with

a smallest Mean Difference(%) 37.7% comparing with 58.9% and 68.2% for 1E-6

and error free as we saw. When we look at corresponding variances for both

BER=IE-6 and BER=IE-5 at the Appendices, we see all variances are getting larger

for both delays along with the increase of BER from 0 through 1E-6 to 1E-5.
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From Table 4.6 we see that, for 1000K file, there exists a 300 seconds

difference between SCPS-VJ and SCPS-Vegas and a 150 seconds difference between

V

V

SCPS-VJ and TCP/IP. Mean Differences(%) for 1000K are large so they should be

considered practically different. Since all Mean Differences among protocols are very

large so they should be considered really significantly different. Based on the above

analyses for symmetric channel rate, we found that a very long link delay and a very

high BER really degrade the protocol performance. This is reasonable and is also

expected. The results show that, under this transmission condition, TCP/IP performs

poorly and SCPS-Vegas has the best performance.

4.1.2 Comparison with Asymmetric Channel Rate of 115,200 bps:2400 bps

4.1.2.1 BER=0

V

v

V

W

W

w

W

V

V

V

Delay of 120 ms

Figure 4.7 plots the protocol performance for the channel rate of

V

V

v

l15,200bps:2400 bps, BER=0 and Delay =120 ms. Comparing to the plot for

symmetric rate, BER=0 and Delay=120 ms in Figure 4.1, we see the averaged file

transfer time for all protocols seem to be longer for the corresponding files and

protocols are basically bound together. We can also see a bit separation of TCP/IP

W

v

V

from other two for 1K file and a little separation of SCPS-Vegas from other two for

1OK file. These are not expected to indicate significant performance difference. This

can be verified by looking at the HSD procedure output in Table 4.7 which shows no

pairs being significantly different. We may conclude, for the simulated error free

geostatioanary satellite link, the change of uplink rate from 115,200 bps to 2400 bps
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V

decreases the protocol throughput but does not significantly change the relationship

among them.

Delay of 1280 ms

When the delay time is increased to 1280 ms, the statistically significant

differences are displayed in the performance means for files 1OK, 100K and 1000K as

shown in Figure 4.8, we see that SCPS-VJ's performance is statistically different

from other two around 10K and 100K file and is different from TCP/IP for 1000K file

where no difference showed from SCPS-Vegas. So the comparison conclusion is that

the performance means of SCPS-VJ have statistically significant difference from that

of TCP/IP for slow asymmetric channel with error free and delay of 1280 ms. Both

Mean Differences between TCP/IP and SCPS-VJ are large for 100K and 1000K files

while SCPS-Vegas and SCPS-VJ shows no significant differences. We may be seeing

real protocol differences between TCP/IP and SCPS-VJ and no differences between

SCPS-Vegas and SCPS-VJ. Similar to symmetric channel rate, the performance

difference for 10K file between SCPS-Vegas and SCPS-VJ is caused by the

fundamental difference between two Slow Start mechanisms of VJ and Vegas as

discussed in Section 4.1.1.1. We might also expect that, along the increase of the

BER, SCPS-Vegas will show the highest throughput for 1000K file and will perform

behind than SCPS-VJ for 10K file.

Table 4.8 shows the details of the comparison of means.
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4.1.2.2 BER=IE-6

Delay of 120 ms

Figure 4.9 shows the protocol performance for channel rate of 115,200

bps:2400 bps, BER=IE-6 and Delay=120 ms. Similar to the plots for asymmetric

channel with BER=0 and Delay=120 ms in Figure 4.7, no difference can be seen

among the protocols. This tells us that asymmetric channel rate dominates the

performance relationship among all protocols and the effects of low error rates and

120 ms delay are not as strong as asymmetric channel rate, even for all file size. The

corresponding HSD procedure in Table 4.9 indicates this.

Delay of 1280 ms

The protocol performance comparison relationship for the delay of 1280 ms is

shown in Figure 4.10 and Table 4.10. We see the relationship is very similar to that

for asymmetric channel with BER=0 and Delay=1280 ms. When the file size gets

w

V

v

V

v

w

V

v

V

W

w

v

V

v

V

larger, SCPS'Vegas tends to have better performance than others while the

performance means of SCPS-VJ are also significantly different from TCP/IP's.

Similar to the case with BER=IE-6, we may see that three protocols show practical

performance differences for large files. The performance differences for 1 OK file and

1000K file between SCPS-Vegas and SCPS-VJ are as we expected earlier.

4.1.2.3 BER=IE,5

Delay of 120 ms

Figure 4.11 displays the protocol performance for asymmetric channel with

BER=IE-5 and Delay=120 ms. Basically, we see the lines are almost linear. This is

80
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very similar to the plot for symmetric channel in Figure 4.5 with the difference that,

for 1000K file, all the protocols show significant performance difference for

asymmetric rate as shown in Table 4.11 and there is significance difference only

between TCP/IP and SCPS-VJ for symmetric channel.

Delay of 1280 ms

When the delay is increased to 1280 ms, we see a clear difference between all

protocols except for smallest 1K file as shown in Figure 4.12. We also see, as we

F
V

V

expected, SCPS-Vegas shows much better performance over SCPS-VJ for 1000K and

performs behind SCPS-VJ for 10K file.

_b,,t

V_.A

V_j

L J

K..J

t •

The HSD procedure in Table 4.12 indicates that all file comparison pairs

except for 1K have significant difference. Comparing to Figure 4.6 where the

relationship for symmetric rate is shown, we see when a relatively large file is

transmitted with a high error (1E-5) and a large delay (1280 ms), all protocols show

practically significant performance difference. This is clearer when the asymmetric

slow link is used. For both channel rates, along the file size increases, SCPS-Vegas

tends to have best performance and TCP/IP has the slowest throughput.

V Conclusions

By summarizing the above comparison results between TCP and SCPS with

rrl_/

different delays and BERs under both symmetric and asymmetric channel rates. We

conclude that:

V

Protocols do not show performance difference with a very small file (<

1Kbytes) for all configurations. For both symmetric and asymmetric channel

81
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rates, protocols have no statistically significant performance difference for

low BElLs with geo-stationary orbit satellite link delay.

• Protocols show statistically and practically significant performance difference

with the increase of file size, BER and link delay for both symmetric and

asymmetric channel rates and SCPS-Vegas and SCPS-VJ have better

performance than TCP/IP does and SCPS-Vegas tends to show the highest

throughput. So we reject all Hypotheses Set 1 to Hypotheses Set 4

corresponding to the analysis set (1) in Section 3.2.1. We conclude that

protocols do not have equal file transfer time means for each of the same

transmission conditions.

• But we should note that the conclusion to reject all Hypotheses Set I through

Hypotheses Set 4 does not mean that protocols have significant different file

transfer time means for each of the same transmission conditions of link

V

V

W

mu
W

v

v

V

V

W

V

v

W

v

delay, BER and file size with symmetric channel rate. This conclusion

actually answers our first two basic questions listed in Chapter 1.

The answer for question (1) is: There is an overall advantage of the SCPS-

Vegas protocol for file transport over TCP/IP in our simulated low BDP

sate!l!te channel. The answer for question (2) is: Vegas congestion control

mode shows superior performance than VJ based congestion control

mechanism based on the performance comparison between SCPS-VJ and

SCPS-Vegas.
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4.2 Delay Effects on ProtocolPerformance

This section is to investigate how each protocol performs over the link with

different delay time and to study how the delays affect the protocol performance.

_tt_ t

V

Sections 4.2.1, 4.2.2 and 4.2.3 analyze the delay effects on the performance for each

protocol.

4.2.1 Delay Effects on TCP_P Performance

Symmetric Channel Rate

Figures 4.13-4.15 plot the TCP/IP performance difference with respect to link

delay over symmetric channel with each of error rates 0, 1E-6 and 1E-5. By

comparing three plots, we see, for all BERs, the file transfer time show no big

differences for 1K and 10K files but show statistically significant differences for

v,..7

v

larger files. Both Mean Differences between two delays are getting larger with the

increase of BER from error free to 1E-5. The corresponding HSD procedure in Table

4.13 verifies our observation and conclusion. This indicates that increasing of link

delay from 120 ms to 1280 ms significantly affects the TCP/IP performance and the

delay effect is becoming stronger along with the increase of BER. The above

observation can be understood from the following analyses:

• A small file of 1Kbytes or 10Kbytes which can just be wrapped into less than 10

V

packets and those limited number of packets are too few to show potential TCP/IP

performance. Although with the increase of delay and BER, the performance

V

_7

difference still can not be shown up since the effects of link delay and BER on

few packets can not significantly affect the overall performance of TCP/IP.

v
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Figure 4.13: TCP/IP performance over symmetric error free channel

TCS_P _ _ BERniE4

:4_01

l.lmo

t_lmo

oxmo ....

_m

CLOt|

II

m*,_* p*tW)

Ill
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Figure 4.15: TCP/IP performance over symmetric channel with error rate 1E-5
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V

But the situation is different for a much large file size (e.g. 100Kbytes or

1000Kbytes) which needs many more packets to complete the file transfer.
v

v

AlOng the increase of the packets number, the protocol enters into the

steady performance state, the effects of link delay and BER on a large

number of packets affect the overall performance and thus TCP/IP

performance difference shows up.

W

V

V

v

W

V

The mean file transfer time difference gets larger with the increase of file

size, BER and link delay. This can be understood from the way that a

higher BER inserted, more packets corrupted. When more packets are

corrupted, two effects are occurred: (1) TCP/IP VJ congestion control

algorithm assumes that the congestion occurs and reduces the congestion

V

W

V

V

window and thus slows down the transmission; (2) More retransmissions

occur. Effects (1) and (2) definitely cause the protocol to take more file

W

V

transmission time.

The above analysis further implies that the facts of the file size, BER, link

V

delay and their interactions contribute more significantly to the variance of

the protocol performance than other factors do.

Asymmetric Channel Rate

Figures 4.16-4.18 show delay effects on the TCP/IP performance for

asymmetric channel. Similar to the plots for symmetric channel, we cannot see any

statistically significant difference for 1K file since it is too small to give the chance

V

m_
V

V

v

V

v
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V

for the protocol to show the performance, and the difference shows up starting from

10K file through all larger files.

By looking at the HSD procedure in Table 4.14 and comparing with

symmetric channel plots, we also see the delay effect on the performance gets

stronger along with the increase of the file size and the increase of BER. This is

identical to the performance over symmetric channel.

The offset problem at 1K point for both symmetric and asymmetric channel

rates probably due to the fact that it can just be wrapped into one packet and runs with

a single window and not full interaction.

v

v

V

v

Combining the above analyses for both symmetric and asymmetric channels,

we may have the following conclusions for the delay effects on TCP/IP:

• For both symmetric and asymmetric channels with all BERs, TCP/IP shows

no statistically significant difference of the transfer time with the change of

link delay for a very small file (1K).

• Significant performance difference shows up along the increase of the file size

and becomes larger when the error rate is increased.

• The performance difference due to the increase of the file size and BER is

stronger for asymmetric channel than symmetric channel.

V

4.2.2 Delay Effects on SCPS-VJ Performance

Symmetric Channel Rate

vm__

Figures 4.19-4.21 display the delay effects on the SCP-V3 performance for

symmetric channel with all BERs.

v
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Figure 4.18: TCP/IP performance over asymmetric channel with error rate 1E-5
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Similar to TCP/IP, SCPS-VJ shows no statistically significant performance

difference with respect to the change of link delay for small files and significant

difference is shown up when the file size gets large, and the difference becomes large

along the increase of BER. For BER=I E-5, two performance lines seem to be parallel

each other for all file size. The HSD procedure in Table 4.15 indicates that there is

about one order of magnitude time difference between two delays along the file size.

Asymmetric Channel Rate

The asymmetric channel plots for each of three BERs are shown in Figures

4.22-4.24. Similar to all previous plots, the protocol shows no statistically significant

means difference with the change of link delay for small file size and significant

difference is occurred for large files and is getting large along the increase of the file

size and of the BER. Identical to symmetric channel, with BER=IE-5, two

performance lines tend to be parallel with one order of magnitude spaced along the

file size increase. The HSD procedure in Table 4.16 provides the comparison of

means corresponding to Figures 4.22-4.24.

In summary, the conclusions (1) and (2) obtained in Section 4.2.1 for TCP/IP

are also valid for SCPS-VJ. Different from TCP/IP which shows more strong

performance difference for asymmetric channel than symmetric channel, SCPS-VJ's

performance difference between two delays tends to get smaller for asymmetric

channel, i.e., SCPS-VJ is better behaved on asymmetric channels. These can be

clearly seen when we compare Table 4.15 and Table 4.16.
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Figure 4.20: SCPS-VJ performance over symmetric channel with error rate 1E-6

v

V

I.Iw

O_O

.lm

I

I

t
I

_ leO0

-e,_ 0.171 1,111 z_

(trm 1111

Ih_* g*fm

V

Figure 4.21" SCPS-VJ performance over symmetric channel with error rate 1E-5
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Figure 4.22: SCPS-VJ performance over asymmetric error free channel
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Figure 4.23: SCPS-VJ performance over asymmetric channel with error rate 1E-6
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4.2.3 Delay Effects on SCPS-Vegas Performance

Symmetric Channel Rate

V

v

,v,,../

Figures 4.25-4.27 plot the SCPS-Vegas performance for two delays with three

BERs. Similar to Figures 4.13-4.15 for TCP/IP and Figures 4.19-4.21 for SCPS-VJ,

SCPS-Vegas have no significant difference with the change of delay for 1K file. The

z
V

difference is that SCPS-Vegas shows difference with the change of delay starting

from ! OK up to all larger files where neither TCP/IP or SCPS-VJ show difference for

V

10K. Along the increase of the file size, the significant difference becomes large

when the error rate is high. Table 4.17 indicates that SCPS-Vegas's performance is

V

significantly different between the two delays for all 1OK, 100K and 1000K files.

Asymmetric Channel Rate

Figures 4.28-4.30 show three plots of SCPS-Vegas performance over

asymmetric channel with two delays. By looking at Table 4.18, we see, similar to the

plots in Figures 4.25-4.27, all three plots have no significant difference with respect

to delay change for 1K file but shows significant difference for all files starting from

10K up to all larger files. An exception occurs for 1K file with asymmelrie channel

and BER=IE-6 in Figure 4.29, which shows the transfer with delay of 120ms takes

more time than the one with 1280 ms. This is caused by one run with delay of 120 ms

v which takes exceptionally long time while the average of other fifteen runs is very

close to the average of the total sixteen runs with the delay of 1280 ms. This can also

v

V

be verified by that the standard deviation of the transfer time with delay of 120 ms is

about 29 times large of the one with 1280 ms delay.

v
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Figure 4.27: SCPS-Vegas performance over symmetric channel with error rate 1E-5
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Figure 4.29: SCPS-Vegas performance over asymmetric channel with error rate 1E-6
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Figure 4.30: SCPS-Vegas performance over asymmetric channel with error rate 1E-5
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For SCPS-Vegas, we may have the following conclusions for the delay effects

on the performance:

• SCPS-Vegas has no significant performance differences for 1K file but shows

significant performance difference for file ranging from 10K to 1000K. The

difference gets large along the increase of file size and BER.

• By comparing SCPS-Vegas with TCPFIP and SCPS-VJ, we see SCPS-Vegas's

performance is more sensitive to the increase of BER, even for the symmetric

channel and smaller file size (10K). Both TCP/IP and SCPS-VJ show no

significant performance difference for 10K file when symmetric channel rate

is used.

• Similar to SCPS-VJ, SCPS-Vegas shows a larger performance difference

between two delays for symmetric channel rate than for asymmetric channel.

This is different fi'om TCPFIP which shows a larger difference when

asymmetric channel is used.

• This may be considered as one of key differences between SCPS

implementations and TCP/IP.

Conclusions

Based on the above study of the link delay effects on the performance of each

protocol, we conclude that:

• Similar to the result for protocol performance comparison, for both symmetric

and asymmetric channel rates, all protocols do not show statistically
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V

significant performance difference with respect the link delay change for a

very small file (< 1Kbytes) with all three BERs.

All protocols show statistically significant different performance with respect

to the link delay change along the increase of file size. The difference

becomes practical and more significant when the error rate is increased. Based

V

on this result, we reject all Hypotheses Set 1 through Hypotheses Set 3

corresponding to the analysis set (2) in Section 3.2.1 and conclude that all

v

protocols do not have equal file transfer time means with Delay=120 ms and

Delay=1280 ms for each of the same transmission conditions of channel rate,

v_r

v

v

?-

v

BER and file size. Similar to rejecting hypotheses when we compare the

protocol performance between protocols in Section 4.1, this does not mean

that protocols have significant different file transfer time means with

Delay=120 ms and Delay=1280 ms for each of the same transmission

conditions of channel rate, BER and file size. We know that 1K file shows no

significant performance differences with respect to delay change for all

configuration.

TCP performance difference due to the link delay change along with the

increase of the file size and BER is larger for asymmetric channel than for

V

symmetric channel; SCPS-VJ and SCPS-Vegas show this difference being

stronger for symmetric channel rate. This may be considered as one of key

V

differences between TCP and SCPS implementations.
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• The above conclusion partially addresses our basic question (3) on how link

delay affects each protocol performance.

4.3 Bit-Error-Rate (BER) Effects on Protocol Performance

In this section, the BER effect on each protocol performance over SGLS test-

bed is studied. It is expected to investigate how each protocol performs differently

over the simulated channel with the BERs of 0, 1E-6 and 1E-5. Sections 4.3.1, 4.3.2

and 4.3.2 analyze the BER effect on the protocol performance for each of TCP/IP,

SCPS-VJ and SCPS-Vegas. For each protocol, the analysis is done for each of the

joint transmission condition with each of symmetric/asymmetric channel rates and

each of two link delays.

The linear regression models of the file transfer time for each protocol using

BER, link delay and file size as regressors are also built over each channel rate. In the

course of our analysis, we observed that logarithmic file transfer time was better

behaved: than just file transfer time. This led us to fit linear regression models to

loglo(Time), using the quantified parameters as regressors, and fitting different

regressions to each combination of protocol and channel rate. We fit all models

simultaneously to make coherent conclusion about global coverage of all protocols

and channel rates for the expe_en.ts over the SGLS test-bed.

..... Wehave a global R2=0.9503. We know R 2 measures= how muc h variation in

the dependent variables can be accounted fo r by the model. With value ranging from

0 to 1, in general, the larger the R 2 value, the better the model fits the data. For our
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models, we have a very high value for R 2, this tells us that our models fit the

experiment data very well.

we used the SAS General Linear Model (GLM) and REG procedures to fit

and assess the models.

The GLM procedure is the most general analysis-of-variance procedure,

which can be used for many different analyses including analysis of variance,

regressions and analysis of covariance. It uses the method of least squares to fit

general linear models.

The REG procedure is a general-purpose procedure for regression. The REG

procedure also uses the principle of least squares to produce estimates that are the

best linear unbiased estimates under classical statistical assumptions. Both GLM and

REG procedures include a number of useful diagnostic tools for assessing regression

models [28], [29], [30].

After fitting a full linear regression models, we also checked to see if we

could pool across one or more protocols and/or channel types. When we restricted the

model, we noticed that the model surface did not pass near the data points although R 2

was not decreased much. We concluded that pooling over protocol and channel type

was not a good idea.

4.3.1 Bit-Error-Rate Effects on TCP/IP

4.3.1.1 Symmetric Channel Rate

Based on the experimental data, the TCP/IP linear regression model using

BER, link delay and file size as regressors is built for symmetric channel rate.

i07



V

loglo(Time) = -3.576-54562.14×BER+0.915×loglo(FS)-O.OOO14×Delay

+O.O0008xDelay×loglo(FS)+25.385×BER×Delay+13633.999xBERxloglo(FS).

The values and unit of each parameter contained in our models are listed below:

Time m Averaged file transfer time (second)

FS _ File size (bytes) ranging from 1000, 10,000, 100,000 to 1,000,000

Delay _ Link delay time (millisecond), which is either 120 or 1280 in our

experiments

BER _ Bit-Error-Rate ranging from 0, 1E-6 to 1E-5.

The above values and unit of each parameter are valid for all model built

when we study the experiments over SGLS test-bed.

Delay of 120 ms

Figure 4.31 plots the TCP/IP performance over a symmetric channel with

different BERs. We see BER=0 and BER=IE-6 track together while BER=iE-5 rides

above them and keeps almost parallel. We also see that three straight least-squares

trend lines representing three different BERs fit the data very well.

Table 4.19 indicates that TCP/IP has significant performance difference

between BER=IE-6 and BER=IE-5 at the point of 1000K file. This verifies our

previous observation that the protocol shows significantly different performance with

the increase of file size and the increase of BER. This is reasonable and is to be

expected.
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Delay of 1280 ms

When the link delay is increased to 1280 ms, three TCP/IP performance

V

V

averages and regression lines tend to split for larger files and keep similar to the delay

of 120 ms for small files as shown in Figure 4.32. Table 4.20 indicates that TCP/IP

has significant difference among BERs for 100K and 1000K. Based on the above

analyses, we have the following conclusions for TCP/IP over symmetric channel:

• _e increase of BER fi'om error fi'ee to 1E-6 does not significantly affect the

TCP/IP's performance when the file size is small. TCP/IP performs significant

v

V

V

1iw

v

v

differently with a BER of 1E-5 is used to transmit a large file.

For delay of 1280 ms, TCP/IP shows different performance with different

V

v

BERs for large files. The joint conditions of a large file, a long delay makes

protocols show significant decrease of throughput with the change of BER.

4.3.1.2 Asymmetric Channel Rate

The TCP/IP linear regression model for asymmetric channel rate is built

below using BER, link delay and file size as regressors:

V

v

V

V

V

V

V

log10(Time)- -3.76-12.948.667 xBER_-O. 995 x log1 o(FS)-0.00008 xDelay
....... _-

+0.00007xDelayxlog10(FS)+8.27xBERxDelay+7391.65xBERxloglo(FS)

v

v

v

When we compare TCP/IP models for both channel rates, we see that BER,

link delay and file size contribute more significantly to file transfer time in

asymmetric model. This verifies our conclusion when we study the delay effects that

TCP performance difference due to the link delay change along the increase of the

file size and BER is larger for asymmetric channel than for symmetric channel.
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Delay of 120 ms

When a delay of 120 ms used over asymmetric channel, similar to Figure

4.31, BER=IE-5 is far above BER=0 and BER=IE-6 with the difference that they are

spaced wider each other along the increase of the file size as shown in Figure 4.33.

We see the model fit the averages well. Table 4.21 displays that TCP/IP performs

differently among BERs for 1000K and between error free and others for 100K.

Delay of 1280 ms

For asymmetric channel rate with a delay of 1280 ms, similar to a delay of

1280 ms for symmetric channel in Figure 4.32, BER=0 and BER=IE-6 locate closely

while BER=IE-5 is away from them shown in Figure 4.34. The straight observation

shows that three BERs tend to have different performance for large files. Table 4.22

verifies the observation. We also see the models do not fit well at 10K points

especially with BER=IE-5. In summary, we have:

BER=IE-5 tends to reduce the link throughput much more strongly than

BER=0 and BER=IE-6.

• V¢ith the link delay _of 120 ms, increasing BER from 1E'6 to 1E-5 shows

practical different performance when transmitting 1000K; with link delay of

1280 ms, practical different performance show up for increasing BER from 0

to 1E-6 when transmitting 1000K file and for increasing BER from 1E-6 to

1E-5 when transmitting 100K and 1000K files. This verifies our previous

conclusion that the increases of file size, long delay and BER makes protocol

show significantly different performance.
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4.3.2 Bit-Error-Rate Effects on SCPS-VJ

4.3.2.1 Symmetric Channel Rate

The SCPS-VJ linear regression model with symmetric channel rate using

BER, link delay and file size as regressors is built below:

log lo(Time) = -4.08-13794.46xBER+ 1.01 x log10(FS)-0.00015 xDelay

+O.O0008xDelayxloglo(FS) + 17.32xBERxDelay+5265.39xBERxloglo(FS)

Delay of 120 ms

Figure 4.35 plots the BER effect on SCPS-VJ performance for symmetric

channel and a delay of 120 ms. Similar to the corresponding plot for TCP/IP in Figure

4.31, all averages and three linear regression lines tend to bind together. The only

significant performance difference is shown up between BER=IE-6 and BER=IE-5

at the point of 1000K file, which is identical to TCP/IP. This is indicated by the HSD

procedure in Table 4.23. This is very re_onable and to be expected,

Delay of 1280 ms

Figure 4.36 shows how the performance is affected when the delay is

increased to 1280 ms. Similar to TCP/IP in Figure 4.32, the protocol performance

points tend to leave each other and show the performance difference along the

increase of file size. Regression lines with BER=0 and BER=IE-6 tight closely while

the line with BER=IE-5 is away tfiem.

Different from Figure 4.35, the performance difference among three BERs are

much smaller when we compare Table 4.23 and Table 4.24.
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4.3.2.2 Asymmetric Channel Rate

The linear regression model using BER, link delay and file size as regressors
v

V

is built for SCPS-VJ over asymmetric channel rate below:

log]o(Time) = -4.08-40545.26xBER+1.06xloglo(FS)-O.OOO16xDelay

W

W

W

+O.O0006xDelayxloglo(FS) + 16.0xBERxDelay+ 10849.91 xBERxloglo(FS)

When we compare SCPS-VJ models for both symmetric and asymmetric

channel rates, we see that different from TCP/IP models, BER and link delay

W

W

w

contribute more significantly to file transfer time in symmetric model than in

asymmetric model for SCPS-VJ. This may be considered as one of key differences

between SCPS-VJ and TCP/IP to cope with the problems of higher BER, long delay

and asymmetric channels for space communication. This behavior is also expected for

u

v

V

W

v

v

w

scPs-vegas.

Delay of 120 ms

E

11w

W

Figure 4.37 shows that when asymmetric channel is used with a delay of 120

ms, the performance averages and regression lines do not bind together anymore and

the performance difference is shown up for large files. This is similar to TCP/IP.

Table 4.25 indicates that BER=IE-6 and BER=IE-5 have difference for 100K file

and all three BERs have difference for 1000K file.
V

Delay of 1280 ms

Similar to TCP/IP, when the delay is increased to 1280 ms, the performance
W

v

difference gets larger and the throughput differences are significant for large files as

shown in Figure 4.38 and Table 4.26.
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4.3.3 Bit-Error-Rate Effects on SCPS-Vegas

4.3.3.1 Symmetric Channel Rate

"k../

The SCPS-Vegas linear regression model using BER, link delay and file size

as regressors is built over symmetric channel rate below:

log1 o(Time) = -4.082+7350.09 xBER+ 1.014x lOgl 0(FS)+0.00013 xDelay

k...J

+O.O0002xDelayxloglo(FS) +9.538xBERxDelay+212.161 xBERxloglo(FS)

Delay of 120 ms

Similar to SCPS-VJ, the performance points and regression lines bind tightly

and tend to have linear relationship among BERs as shown in Figure 4.39. Table 4.27

V

shows that the only significant performance difference is between BER=IE-6 and

BER=IE-5 for 1000K file. This is the sante as TCP/IP and SCPS-VJ.

rt..d

X..,¢

Delay of 1280 ms

When the delay of 1280 ms is used, SCPS-Vegas shows the same

Z7_S

performance as TCP/IP and SCPS-VJ where the BERs show significant performance

difference for large files. This can be seen from both Figure 4.40 and its

corresponding HSD procedure Table 4.28. The models do not fit well for small files,

which is surely related to the fact that a small file size doesn't show real protocol

performance.

When we compare all BER effects of error free, 1E-6 and 1E-5, we find that

SCPS-Vegas is insensitive to the increase of BER for symmetric channel. We expect

L _JV

that SCPS-Vegas should show similar BER effect for asymmetric channel based on

the description of the congestion control mechanisms that SCPS-Vegas uses.
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4.3.3.2Asymmetric Channel Rate

As mentioned when we studied the BER effect on SCPS-Vegas over

symmetric channel rate, we expect SCPS-Vegas to be insensitive to the increase of

BER over asymmetric channel rate. The following linear regression model reflects

SCPS-Vegas's linear relationship between the file transfer time and the transmission

condition over asymmetric channel rate:

loglo(Time) = -4.035-7932.12xBER+l.O59xloglo(FS)-O.OOOO4xDelay

+O.O0003xDelayxloglo(FS) +2.635xBERxDelay+4240.98xBERxloglo(FS)

When we compare the models for both symmetric and asymmetric channels

for SCPS-Vegas, we see that BER, link delay and their interaction contribute more

significantly for symmetric channel than for asymmetric channel. Different from all

models for TCPFIP and SCPS-VJ, the huge magnitude difference of BER coefficients

between symmetric and asymmetric channel models for SCPS-Vegas might make

SCPS-Vegas insensitive to channel rate change from symmetric to asymmetric,

especially if 1280 ms delay is used since, as mentioned, the interaction between BER

and link delay contributes less significantly for asymmetric channel rate. This is to be

expected when we conduct our analysis for asymmetric channel rate.

Delay of 120 ms

Similar to TCP/IP, when the asymmetric channel is used with a delay of 120

ms, the performance difference among all BERs get significant along the increase of

the file size as shown in Figure 4.41 and Table 4.29. We expect this difference to be

more significant if the delay of 1280 is used.
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Delay of 1280 ms

In the same way as TCP/IP, when the delay time is increased, the BERs tend

to show significant performance difference for large files as shown in Figure 4.42.

Table 4.30 lists pairs showing significant performance difference ranging from 10K

w

v

to 1000K. When we compare figures and tables between symmetric channel and

asymmeWic channel, we see the figures are very identical and the performance

V

v

v

differences are very close. This imply that reducing symmetric forward channel to

2400 bps does not significantly affect the performance relationship among BERS

when the channel has a delay of 1280 ms. This is different from TCP/IP and SCPS-VJ

which show that asymmetric channel mostly has much large performance difference.

This verifies our prediction based on the model at the beginning. In summary, we

have the following conditions for the BER effect on the performance of SCPS-Vegas:

• Similar to TCP/IP and SCPS-Vegas, the increase of BER from error free to

V

W

V

v

v

V

W

V

1E-6 does not significantly affect SCPS-Vegas's performance when relative

small files are transmited with symmetric channel and 120 ms delay.

m

v

v

BER=I E5 decreases the throughput of SCPS-Vegas much more seriously.

SCPS-Vegas is insensitive to the increase of BER for both symmetric and

V

asymmetric channel rates. Reducing channel rate from symmetric to

asymmetric does not affect the SCPS-Vegas performance relationship among v

BERs ira delay of 1280 is used. This can be understood from that SCPS-

Vegas is developed to copy with the problems of asymmetric channel rate,

high BERs and long link delays in space.
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Conclusions

Combining the above effect of BER on each of three protocols, we may conclude:

• When relative small files (< 1Mbytes) were transmitted with symmetric

channel rate 115,200 bps:115,200 bps, the increase of BER from error free to

1E-6 does not statistical significantly affect the protocols' performance.

• When a BER of 1E-5 is used for both channel rates, the decrease of

throughput is seriously for all TCP/IP, SCPS-VEGAS and SCPS-Vegas.

• The joint conditions of a large file, a long delay makes all protocols show

statistically significant performance difference with respect to the change of

BER. Based on this result, we reject all Hypotheses Set 1 through

Hypotheses Set 6 corresponding to the analysis set (3) in Section 3.2.1 and

conclude that no pair protocols have equal file transfer time means with each

of BER changes from 0 to 1E-6 and from 1E-6 to 1E-5 for each of the same

transmission conditions of channel rate, link delay and file size. Similar to

rejecting hypotheses for protocol performance comparisons in Section 4.1 and

for delay effects study in Section 4.2, this does not mean that each of three

protocols has significantly different file transfer time means with each of BER

changes from 0 to 1E-6 and from 1E-6 to 1E-5 for each of the same

==

transmission conditions of channel rate, link delay and file size.

• The factors of file size, BER and link delay and all their interactions

contribute more significantly to the protocol performance.
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• TCP/IP is very sensitive to the increase of BER and SCPS-VJ is relatively

sensitive to the increase of BER.

• SCPS-Vegas is insensitive to the increase of BER for both symmetric and

asymmetric channel rates.

• Reducing the forward channel rate from 115,200 bps to 2400 bps does not

significantly affect the SCPS-Vegas performance relationship corresponding

to the change of BER if the link delay of 1280 is used.

• The above conclusion partially addresses our basic question (3) on how BER

affects each protocol performance listed in Chapter 1.

In summary, to have a qualitative and qua knowledge of the space channel

effects on each protocol performance, Table 4.31 provides mean differences of the

overall averaged transmission times in terms of channel condition changes. Based on

these quantitative mean differences, the effects of the transmission condition changes

on protocols' performance are also estimated in a qualitative form.

When we compare Table 4.31 with our expected qualitative effects in Table

2.1, we see they match very well. This tells us that our qualitative effect prediction

based on different features of each protocol is basically accurate.
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BEHAVIOR OF TCP/IP AND SCPS OVER A SATELLITE LINK

Figure 5.1 outlines test factors and different levels of each factor for

experiment over satellite link. The tests over realistic satellite link are expected to

bring three benefits: (1) Extend performance to cover large BDP region as well; (2)

Compare the performance of protocols in practical sense; (2) Improve the SGLS test-

bed based on the analysis of test results.

Due to the restriction of available satellite link conditions, the experiments

v_._j over the satellite link are done only with a delay of 120 ms and error free. The

channel baud rates include: (1) 115,200 bps:115,200 bps; (2) 4 Mbps:4 Mbps and (3)

v

V

4 Mbps:57,600 bps. With rate (1), we expect to validate the SGLS test-bed

performance by comparing the in-lab results with the actual satellite channel results

_j

v

under the conditions of slow symmetric channel rate. With rates (2) and (3), we aim

to extend the performance analysis to cover large BDP region. Appendices D

V

V

provides the mean and standard deviation of file transfer time of 16 observations for

each experimental treatment over satellite link.

As in Chapter 4, based on the relationship between the protocols and the

relationship between two congestion control modes of SCPS protocol, the analysis

using SAS based HSD procedures will be done for each of the following protocol

comparison sets:

(1) TCP/IP versus SCPS-VJ;

(2) SCPS-VJ versus SCPS-Vegas.
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Each of the above two comparison sets has 6 configurations (=2 Protocol x 3

Channel Rate). The number of observations is 96 (=16 x 6) since there are 16

V

v

observations for each treatment.

Section 5.1 concentrates on comparing the performance of two protocols over

V

W

satellite link with each of the above three baud rates. Section 5.2 analyzes the

protocol performance difference between the SGLS test-bed and satellite link with

rate (1) for each protocol. The analysis will also be primarily supported using the

SAS based HSD procedure.

V

V

v

v

v

TCP/IP SCPS SCPS-Ve

v

v

W

120
V

V

115,200 bps: 115,200 bps 4 Mbps: .4Mbps

I.......° I
L_i iz_

1K 10K 100K

4 Mbps: 57,600 bps

Figure 5.1: Test factors and different levels of each factor for experiments over

satellite link
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5.1 Comparing the Performance of TCP/IP and SCPS

This section concentrates on comparing the protocol performance over

satellite link with each of the following three baud rates: (1) 115,200 bps:ll5,200

bps; (2) 4 Mbps:4 Mbps and (3) 4 Mbps:57,600 bps. For our experiments over

satellite link, rate (1) is considered to be slow symmetric channel rate and rate (2) and

_...J

rate (3) to be high speed symmetric rate and high speed asymmetric rate respectively.

The above experiments over satellite link are conducted only with a delay of 120 ms

v

and error.fi'ee due to the restriction of available satellite link conditions. The protocol

performance for transmitting 1000Kbytes file with channel rate 4 Mbps:57,600 bps is

MJ

also analyzed using performance graphs to examine the protocol behavior in detail.

Considering the protocols' inconsistent performance caused by the experimental

ft.27

V

configuration changes (e.g., test hardware change and computer system upgrade) on

the ground station, the linear regression models are not built for the regression of the

protocol performance on the transmission conditions over satellite link.

Slow Symmetric Channel Rate of 115,200 bps:l 15,200 bps

Figure 5.2 plots the protocol performance over satellite link with channel rate

of 115,200 bps:ll5,200 bps, BER=0 and Delay=120 ms. Close to the protocol plot

over the SGLS test-bed in Figure 4.1, we see three protocol are basically very close,

especially that TCP/IP and SCPS-VJ even can not be distinguished. The only point

with performance difference locates between SCPS-Vegas and other two for 1OK file.

The HSD procedure in Table 5.1 verifies the above observation. By checking the

original time report for each run, the above significant performance difference

V

V
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consistently comes from all 16 runs instead of any exceptional runs. Similar to the

experiments over the SGLS test-bed, this difference actually comes from the

fundamental behavior difference between VJ's traditional Slow Start mechanism and

Vegas's modified Slow Start mechanism as we explained in Section 4.1.1.1 for link

delay of 1280 ms.

High Speed Symmetric Channel Rate 4 Mbps:4 Mbps

The protocol performance over satellite link with channel rate of 4 Mbps:4

Mbps, BER=0 and Delay=120 ms is plotted in Figure 5.3. Different from the plot for

channel rate of 115,200 bps:115,200 bps, we see each of four files in Figure 5.3 takes

much less time than their corresponding file in Figure 5.2 does. Clearly, this great

improvement is due to the effect of high speed symmetric channel rate 4 Mbps:4

Mbps, which is about thirty'four times faster than 115,200 bps:ll5,200 bps is. By

observing the plot, we expect to see the performance difference for large file points

where SCPS-VJ provides the highest throughput while the performance of SCPS-

Vegas is clearly poorer than other two. The HSD procedure in Table 5.2 indicates the

performance of all three protocols are significantly different each other. Similar to 1K

file mean difference between SCPS-Vegas and SCPS-VJ with channel rate 115,200

bps:115,200 bps, since all the means are very small and the Mean Differences(%) are

relatively small, these pairs may not have practically significant differences.

High Speed Asymmetric Channel Rate 4 Mbps:57,600 bps

Figure 5.4 plots the protocol performance over high speed asymmetric

satellite link with rate 4 Mbps:57,600 bps, BER---0 and Delay=120 ms. The direct
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observation is that the performance tendency is very similar to that for symmetric link

with rate 4 Mbps:4 Mbps. This is shown up from both each protocol performance for

all files and the performance relationship among all protocols. Comparing to Figure

5.3, we also see that all protocols show slight lower throughput for each of four files.

This is basically caused by slower speed acknowledge link with rate 57,600 bps,

which cannot fully support 4 Mbps data transmission. We see statistically significant

performance difference for large files can also be seen from the comparisons of

means provided by Table 5.3. Similar to the comparisons with channel rate 4 Mbps:4

Mbps, considering very small mean values for all pairs with even smaller mean

differences, they may not have practically significant differences.

When we compare the protocol performance comparison results between

channel rate 4 Mpbs:57,600 bps and asymmetric low BDP link in our test-bed (i.e.,

115,200 bps:2400 bps in Section 4.1.2.1) with BER=0 and Delay=120 ms, we see

both results show that all three protocols have no "practically" significant

performance differences. This tells us that the overall high channel rates do not affect

the comparison results between protocols too much and test results from different test

environments match each other. In order to understand how three protocols perform

differently in detail, let's analyze their behavior at 1000K point in Figure 5.4, i.e.,

their behavior for transmitting 1000 Kbytes file with rate 4 Mpbs:57,600 bps, BER=0

and Delay=120 ms. The connection for each protocol is chosen randomly fi'om 16

runs of each protocol. We will use various graphs obtained by using network analysis

tools to conduct the analysis. These graphs are briefly described in Section 3.1.5.3.
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Table 5.4: A portion of transmission data of TCP/IP, SCPS-VJ and SCPS-Vegas for

transmitting 1000 Kbytes data with rate of 4 Mbps:57,600 bps, BER=0 and Delay=120 ms

TCP/IP SCPS-VJ SCPS-Vegas

Data Transmission Time (sees) 8.399 7.866 9.626

Elapsed Time (sees) 9.903 9.520 11.127

Throughput (bps) 100,977 105,043 89,871

560,078Average Advertised Window (bytes)

Average Congestion Window (bytes)

Average RTT (ms)

RTI" Stdev (ms)

279,108

165,098

771.7

56.7

560,078

168,908

780.2

70.8

145,310

764.2

61.9

v

Table 5.4 lists some of transmission statistical data for each protocol. Those

data will be used to support the analysis.

v

Figure 5.5 plots the time sequence numbers with respective to file transfer
\

time for three protocols. We see three protocols basically start at the same point and

fmally end up at different positions. The sequence number plots for three protocols

starts showing separations around 5.00 seconds, which is about in the middle of the

transm!ssions, and the difference seems toge t larger and larger along with the file

size increase. This matches the results of the comparisons of means in Table 5.4.

Figure 5.6 is the "zoom in" of the end portion of the time sequence graph in Figure

r_j

V

5.5. Figure 5.6 clearly shows that SCPS-VJ takes the least time to transmit 1000

Kbytes file and TCP/IP is between SCPS-VJ and SCPS-Vegas. The data transmission

time and the elapsed time for all prot0coisare given in Table 5.4. We see SCPS-VJ

and TCP/IP are closer while SCPS-Vegas is far away from other two.
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Figure 5.5: Time sequence numbers with respect to file transfer time for three

protocols transmitting 1000 Kbytes data with rate 4 Mbps:57,600 bps, BER=0 and

Delay=120 ms
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Figure5.6_Enlarged view of the end portion of the time sequence plots in Figure 5.5

Figures 5.7-5.9 individually plot the time sequence numbers for each protocol.

Three plots all show that the protocol starts from the initial window _d increase the

transfer rate using the "Slow Start." The "zoom in" versions of the time sequence plot
7

for each protocol are shown in Figures 5.10-5.12.
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Figure 5.7: Time sequence numbers Of TCP/IP transmitting 1000 Kbytes data with

rate 4 Mbps:57,600 bps, BER--0 and Delay=120 ms
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Figure 5.8: Time sequence numbers of SCPS-VJ for transmitting 1000 Kbytes data

with rate 4 Mbps:57,600 bps, BER=0 and Delay=120 ms
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Figure 5.11: Enlarged view of time sequence graph of SCPS-VJ in Figure 5.8
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Figure 5.12: Enlarged view of time sequence graph of SCPS-Vegas in Figure 5.9

By looking at three plots in Figures 5.7-5.9, we see there are no

retransmissions for all three protocols since BER--0 is used for the file transfers.

Basically, all returning packets update both the acknowledgement line and the edge of

V

V
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the window. The baud rate 4 Mbps:57,600bps doesnot limit the data transfer.

Instead,thetransmittertries to gradually"fill out" thepipeusingthe "SendandWait

for ACK" procedure,which increasesthecongestionwindow for eachACK received

until all datais sentoutasshownbythecongestionwindowplot in Figure5.13.

Outstanding Data _bvtcs)

15(x)oo_

2.000 s 4.000s 6.000s

i

8.0(10s 10.000s
relative time

Figure 5.13: Congestion window graph of three protocols for transmitting 1000

Kbytes data with rate 4 Mbps:57,600 bps, BER=0 and Delay=120 ms
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A special case is that, for TCP/IP, as shown at the end of Figure 5.7, the

advertised window is full along the last packet flight is being sent and thus starts to

limit the data sending rate. This is happening with neither SCPS-VJ nor SCPS-Vegas

since, if we compare the advertised window lines of TCP/IP and that of SCPS-VJ and

SCPS-Vegas, we see the window size for bot h SCPS-VJ and SCPS-Vegas are

advertised twice of that for TCP/IP. Table 5.4 shows the average advertised window
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for TCP/IP is 279,108 bytes while it is 560,078 bytes for both SCPS-VJ and SCPS-

Vegas. Such a big difference of window size seems to provide SCPS-VJ and SCPS-

Vegas more space to support the high sending rate of 4 Mbps. The "Send and

Wait for ACK" problem is basically caused by waiting for delayed slow link ACKs

with rate 57,600 bps after each packet flight ends.

Along the increase of the packets for each flight which corresponds to the

increase of the congestion window, the RTT for each flight is also increased gradually

v

V

as shown by the RTT plots in Figures 5.14-5.16. This is particularly clear for TCP/IP

RTT graph in Figure 5.14.

V._.v
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Figure 5.14: RTT graph of TCP/IP for transmitting 1000 Kbytes data with rate 4

Mbps:57,600 bps, BER=0 and Delay=120 ms
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Figure 5.15: RTT graph of SCPS-VJ for transmitting 1000 Kbytes data with rate 4

Mbps:57,600 bps, BER=0 and Delay=120 ms
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Figure 5.16: RTT graph of SCPS-Vegas for transmitting 1000 Kbytes data with rate 4

Mbps:57,600 bps, BER=0 and Delay=120 ms

The strongly varied "saw-like" RTT portions for SCPS-VJ and SCPS-Vegas

correspond to the limited number of packets sent between packet flights, and each big
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packet flight corresponds to an approximately increased RTT segment. This can be

observed clearly when we match Figure 5.8 and Figure 5.9 to Figure 5.15 and Figure

5.16. Table 5.4 shows that SCPS-VJ has the largest average RTT 780.2 ms while

v

TCP/IP and SCPS-Vegas have the average RTT of 771.7 ms and 764.2 ms. The "saw-

like" RTT is not happened for TCP/IP. This is to be expected since there are no

V

V

packets injected into the pipe when the transmitter waits for receiving ACKs from the

receiver as we see in Figure 5.7 and Figure 5.10.

v

V

V
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v

Figure 5.17: Throughput graph of three protocols for transmitting 1000 Kbytes data

with rate 4 Mbps:57,600 bps, BER=0 and Delay=120 ms

We know the capacity of the pipe between the transmitter and the receiver can

v

v

be calculated as

Capacity (bits)=Bandwidth (bits/see) x RTT (see)

V

V

The capacity can vary widely depending on the network speed and the RTT

between the two ends. Provided we have a fixed 4 Mbps bandwidth for all protocols,

v
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the largest RTT of SCPS-VJ 780.2 ms brings us the highest average congestion

window 168,908 bytes and the smallest RTT of SCPS-Vegas 764.2 ms gives us the

W

W

smallest average congestion window 145, 310 bytes. This can be intuitively seen from

the congestion window graph in Figure 5.13. Corresponding to the increase of the

W

V

congestion window and the increase of RTT for each protocol, the averaged

throughput for three protocols are plotted in Figure 5.17, which shows that SCPS-VJ

W

V

V

has the highest throughput and SCPS-Vegas has the lowest one. The specific

throughput for each protocol is provided in Table 5.4. We see all the throughputs are

mostly limited by the long delayed slow-speed acknowledgements. The throughput

for TCP/IP is also partially limited by the receiver's ability to keep the window open

at the end of the connection as shown in Figure 5.7.

v

v

V

W

W

In the end, by observing the plots in Figures 5.7-5.9, we see along the increase

of the congestion window, while the RTT gets larger and larger, the transmitter

V

V

V

receives ACKs more frequently and sends new data earlier when the current flight

ends. Another words, the packets from the next flight arrive closer and closer to the

end of the first flight. We expect, for a much larger file, the packets will arrive closer

and closer until eventually the distinction between flights blurs and the connection

settles into a continuous stream of arriving data packets [31]. This is expected to be

true provided a large enough advertised window is available. For TCP/IP, if to

transmit a 10 Mbytes file, t_s will not be true s_ce_e adyertised window starts to

limit the sending rate even for a 1000 Kbytes file as we seen in Figure 5.7.
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Conclusions

Based on all the above analyses, we may make the following conclusions for

the performance comparison of TCP/IP and SCPS over satellite link:

• With channel rate 115,200 bps!iIS,200 bps, protocols basically have no

performance difference.

• With channel rate 4 Mbps:4 Mbps_ protocols show "statistically" significant

performance differences for large files where SCPS-VJ provides the highest

throughput while the performance of SCPS-Vegas is clearly poorer than the

other two.

• With channel rate 4 Mbps:57,600 bps, performance tendency is very similar to

that for symmetric channel rate 4 Mbps:4 Mbps. This can be shown up from

both each protocol has similar performance shape and the performance

relationships among all protocols are close. Similar to rate 4 Mbps:4 Mbps,

protocols have "statistically" significant performance difference for large files

where SCPS-VJ provides the highest throughput and SCPS-Vegas has poor

performance.

• For both comparisons with channel rates 4 Mbps:4 Mbps and 4 Mbps:57,600

bps, considering very small mean values for all pairs with even smaller mean

differences, their "statistically" significant performance differences are not

"practically" significant. Therefore, we may conclude that all protocols have

no "really" significant performance differences with channel rates 4 Mbps:4

Mbps and 4 Mbps:57,600 bps in our realistic satellite link experiments. Based
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on the above result, we fail to reject Hypotheses Set 1 and Hypotheses Set 2

corresponding to the satellite experiment analysis set (1) in Section 3.2.2 and

v.f

w

W

conclude that three protocols have equal file transfer time means for each of

the same transmission conditions of BER=0 and Delay=120 ms and three

channel rates. But we should note that our conclusion is obtained by not

rejecting hypotheses based on the results that all pairs have no "practically"

significant performance differences although they have "statistically"

significant differences.

5.2 Comparing Protocol Performance over SGLS Test-bed and Satellite Link

In this section, the protocol performance over SGLS test-bed and satellite link

is compared to validate the SGLS test-bed performance. The comparison is made

only with channel rate 115,200 bps:ll5,200 bps, BER=0 and Delay=120 ms since

this is the only common set experiments conducted in both environments. The

comparison for each protocol is done first and then the sample regression lines

between two test environments are expected to be built.

Each of two comparison sets (i.e., TCP/IP versus SCPS-VJ and SCPS-Vegas

versus SCPS-VJ) has 4 configurations (=2 Test Facility x 2 Protocol) for each file

size. The number of observations is 64 (=16 x 4) since there are 16 observations for

each configuration.

Protocol TCP/IP .........

Figure 5.18 plots the protocol TCP/IP performance between the SGLS test-

bed and satellite link. The direct observation result is that the performance of two
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sources keep spaced for all four files and almost keep parallel for large files. The

HSD procedure in Table 5.7 shows that TCP/IP's performance are statistically

significant different between the SGLS test-bed and satellite link for all four files.

Protocol SCPS-VJ

The test source performance comparison plot for SCPS-VJ is displayed in

Figure 5.19. We see the performance averages bind together for 1K and 10K files and

shows big difference for 100K and 1000K files. This is quite different from the

source performance plot for TCP/IP. Table 5.8 indicates that the source performance

has no difference for 1K and 10K file and has significant difference for 10K and

1000K.

Protocol SCPS-Vegas

Figure 5.20 shows the source performance difference for SCPS-Vegas. We

see performance points for test-bed and satellite link are very close for 1K but are

widely spaced for large files. Table 5.9 indicates that SCPS-Vegas show significant

performance difference for 10K. 100K and 1000K file while has no difference for 1K.

By summarizing the above comparisons for three protocols, we see:

TCP/IP shows statistically significant difference in the performance for all

files between the test-bed and satellite link.

SCPS-VJ and SCPS-Vegas show statistically significant difference for

relatively large files and the difference get large along the increase of the file

size.
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• All three protocols' performance differences for 1000Kbytes file between the

test-bed and satellite link are about 20 seconds that give an approximate 25%

mean difference. This indicates that in a steady state, there may be a constant

performance bias existing between the test-bed and satellite link. This bias

may be related to the difference of testing equipment used for the experiments

over test-bed and satellite link. Therefore, we may build a linear regression

line for the regression of the SGLS test-bed time on satellite link time.

Furthermore, although theremay be a constant performance bias existing, the

SGLS test-bed may be used to predict the protocol performance over realistic

satellite link.

File Transfer Time Relationship between SGLS Test-bed and Satellite

Based on twelve pairs of averaged observations, the linear regression line for

the regression of SGLS test-bed time on satellite link time can be found as

Satellite Time =(0. 7923 x Test-bed Time)+O. 1839 with R2=0.9995

or in logarithm,

loglo(Satellite Time) =0.9888 × loglo(Test-bed Time) +0. 0605 with R 2=0. 9926

This regression line tells us that we Can obtain the satellite time if we know

the test-bed time. Therefore, we may conclude that our test-bed works well and can

be used to predict the protocol performance over realistic satellite link. We also see

that, for both models, R 2 is almost 1. This indicates that both models fit the data very

well.
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Figure 5.21 plots the above model and the file transfer time relationship

between SGLS test-bed and satellite link for all three protocols. We see all twelve

v

V

relationship points are distributed in four clusters separated by four files with each

cluster consists of three points corresponding to three protocols. Clearly, we see that

V

w

w

SGLS test-bed time and satellite link time are almost linearly correlated each other

and increase together. This says that there might be a constant bias existing between

W

v

v

them. The regression model verifies this. We see that as we expected the model

basically fit all data very well. This constant bias may be related to the difference of

v

w

testing equipment used for the experiments over test-bed and satellite link.
W

W

2.$

o

a
o

u

S

l-

ww

m
w

2

1.5

1

0

-0.5

-1

-1 ,S

-2
-2 .'5-1 2 .5

Y _ average for TC P lip

-I- average for 8CPS-VJ

I--1 average for 8CPS-Vegms

-- total In odel fit

8GLS Tline (10910)

Figure 5.21: File transfer time relationship between SGLS test-bed and satellite link

for all three protocols
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........ Consi_deiq.ng _e different features _ong _ee protocols, it may be necessary

to fred the linear regression line for each protocol. The linear regression line for the
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regressi0n ofiest-bediime on satellite link time for each protocol can be found as:

TCP/IP: Satellite Time =((9. 7814 x Test-bed Time)+0.2342 with R2=0.9999
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loglo(Satellite Time) =1.0535 x loglo(Test-bed Time)-O. 1566 with R 2=0.9952

SCPS-VJ: Satellite Time =(0.80 x Test-bed Time)-0.3050 with R2=0.9995

or

logto(Satellite Time) =0.9602 x loglo(Test-bed Time)-O.0447 with R2=0.9977

SCPS-Veg_: Satellite Time =(0. 7960 x Test-bed Time) +0. 6074 with R 2=0. 9998

or

v

\_-
loglo(Satellite Time) =0. 9665 × loglo(7"est-bed Time) +0. 0084 with R 2=0.9954

Figures 5.22-5.24 plot the relationship between SGLS test-bed and satellite

link and the regression model for TCP/IP, SCPS-VJ and SCPS-Vegas respectively.

We see all the above linear models have very high R 2. We expect the models fit data

well.
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Figure 5.22: TCP/IP file transfer time relationship between SGLS test-bed and

satellite link
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Conclusions

In summary, based on all the above protocol analyses with BER--0 and

Delay=120 ms in Section 5.1 and Sections 5.2, we may conclude:

• All protocols do not show statistically significant mean differences for slow

symmetric channel rate 115,200 bps:ll5,200 bps but show significant

performance difference for all large files with higher channel rates.

• SCPS-VJ basically shows the highest throughput in all cases and SCPS-Vegas

shows the slowest throughput. All three protocols show statistically significant

performance differences between test sources. The mean time for test-bed is

about 25% more than that for satellite link for 1000K file for all protocols.

Based on this result, we reject Hypotheses Set 1 through Hypotheses Set 3

corresponding to the satellite experiment analysis set _(2) in Section 3.2.2 and

conclude that three protocols have no equal file transfer time means for tests

over SGLS test-bed and satellite link with each of four file sizes, channel rate

115,200 bps:ll5,200 bps, BER=0 and Delay=120 ms. Although existing

statistically significant differences in the performance between SGLS test-bed

and satellite link, the test-bed works well. There is about 25% constant bias

existing between them. This c0nstant bias may be related to the difference of

testing equipment used for the experiments over test-bed and satellite link.

SGLS test-bed time can be used to predict the protocol performance over

satellite link. The predicti0n may be more accurate when a large file is

transmitted.
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• The above conclusion addresses our basic question (4): if the SGLS simulator

provides a reasonable (to within a scaling factor and offset) approximation to

the true satellite channel or if there is a linear translation between the two. The

answer is "yes". Based on twelve pairs of averaged observations, the linear

regression line for the regression of SGLS test-bed time on satellite link time

can be found as

Satellite Time =(0. 7923 x Test-bed Time)+0.1839 with R2=0.9995

or in logarithm,

log_o(Satellite Time) =0. 9888 x loglo(Test-bed Time) +0. 0605 with R 2=0.9926

From this, we may conclude that the test-bed works well and can be used to

predict the protocol performance over realistic satellite link.

Due to the restriction of satellite link configuration, the experiments with

higher BERs and a longer link delay have not been tested. The following work are

suggested when satellite link is configured properly: (1) Compare the protocol

performance over SGLS test-bed and satellite link for configurations with higher

BERs and a !0nger link delay; (2) Study the effects of BER and link delay on the

protocol performance over satellite; (3) Based on a complete protocol performance

comparison between TCP and SCPS with various BElLs and link delays, the

performance relationship between test-bed and satellite link may need revalidation

and it may also be necessary to built a new regression model for the regression of

test-bed time o n satellite time; (4)Study the protocol performance with various BERs

and delays over high speed satellite channel rates.
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6 SUMMARY, CONCLUSIONS AND FUTURE WORK

We endeavored in this work to study the behavior of TCP and its extensions in

space SCPS-TP by testing tip over TCP/IP stack and SCPS-FP over SCPS-TP/IP

stack on both simulated test-bed and realistic satellite link. At the heart of our study

lies the protocol performance comparison between TCP/IP suite and SCPS

z:y? s

v

implementations (SCPS-VJ and SCPS-Vegas) and the effects of link delay and BER

on each protocol performance.

We wish this study is contributive to understanding most widely used TCP

and its extensions in space SCPS, especially on their performance differences. As a

K.J

joint activity between NASA and DoD, SCPS project is intended to develop data

communication protocol standards for data transfer between space mission end

systems covering the following technical ai'eas: an efficient file handling protocol

(SCPS-FP), various flavors of underlying retransmission control protocol (SCPS-TP),

_w...J

M.F

K.J

v_..4

a data protection mechanism (SCPS-SP) and a scaleable network protocol (SCPS-

NP). As the developer of both SCPS-TP and SCPS-NP, the MITRE Corporation in

Reston, VA also integrated the above four SCPS protocols and conducted a wide

range of laboratory tests and live satellite experiments to characterize the

performance of SCPS-TP. MITRE also conducted a number of tests in the laboratory

to compare the performance of SCPS-TP with that of regular TCP in various

simulated space link environments [9]. MITRE's tests were basically concentrated on

evaluating the performance of individual protocol segment fi'om the perspective of

the protocol developer while our study wished to evaluate the performance of the
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complete four-layered-integrated SCPS stack from the perspective of the application

user. MITRE's tests were done with each protocol individually and without the

W

V

operating systems involved and therefore might not be considered as full operations.

Our work is considered as the first set of real side-by-side comparison between

V

V

W

TCP/IP and SCPS protocol with the operating systems fully involved from the

perspective of the user. We wished to determine which protocol suite has better

performance under various channel conditions based on real file transmission time

reported to the user. It is hoped that our study can provide a reference for application

users on the protocol performance difference. We also wished to help protocol

m
h
w

W

v

V

W

w

V

developers to better consider the effects of the channel transmission factors on the

performance of the integrated complete protocol stack from the perspective of the

v

w

user, which is actually the work we have been doing.

6.1 Protocols and Experimental Methodologies _

The first part of the dissertation introduces TCP and SCPS-TP protocols and

describes our experimental facilities, experimental work and analysis procedures.

-- 4

V

V

Here we briefly summarize them.

We began by introducing TCP variants and the various congestions control

algorithms that dominate the behavior of TCP. Then the communication problems

that TCP has in space were listed. Following the problems of TCP, we described how

SCPS ca-L-neout_and how TCP was extended to be SCPS-Tp to overcome the above

V

TCP problems,_
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We then introduced NMSU SGLS test-bed and the experimental

methodologies. We first described the SGLS test-bed hardware topology and several

experimental tools we have and then discussed the protocol layers and configurations

in our experiments and the experimental procedures. In the end, we described our

detailed experimental work over both test-bed and satellite link and listed testable sets

_J
v

v

of hypotheses we needed to test.

6.2 Study of Protocols over SGLS Test-bed

The behavior of TCP/IP and SCPS over our test-bed was considered to be one

of two essential parts of our study. The goal of this part of our study was to compare

the protocol performance over our simulated channel to see which protocol has better

performance under different transmission conditions. Another goal was to investigate

V

how each protocol behaves with different delays and BERs and thus to study the

effects of delay and BER on their performance. Statistical regression models were

also built for the regression of file transfer time on the transmission conditions.

6.2.1 TCPflP and SCPS Performance Comparison

4 "

We compared the protocol performance with different delays and BERs under

both symmetric and asymmetric channel rates. We found that:

• Protocols do not show performance difference with a very small file (<

_..,J

1Kbytes) for all configurations.

• For both symmetric and asymmetric channel rates, protocols have no

L .

MJ

statistically significant performance difference

stationary orbit satellite link delay.

for low BERs with geo-

i63



V

x....¢

v

V

• Protocols show statistically significant performance difference with the

increase of file size, BER and link delay for both symmetric and asymmetric
v

channel rates. In this case, SCPS-Vegas tends to show the highest throughput

and TCP/IP gives the slowest throughput.

The above conclusion actually answers our first two basic questions listed in

Chapter 1. The answer for question (1) is: There is an overall advantage of the

Mu

W

SCPS-Vegas protocol for file transport over TCP/IP in our simulated low

BDP satellite channel. The answer for question (2) is: Vegas congestion

control mode show s superio r performance than VJ based congestion control

mechanism based on the performance comparison result between SCPS-VJ

v

W

W

and SCPS-Vegas.
v

6.2.2 Delay Effects on Protocol Performance

We analyzed the delay effects on the performance for each of TCP/IP, SCPS-

i

W

VJ and SCPS-Vegas protocols. We found that:

• Similar to the result for protocol performance comparison, for both symmetric

and asymmetric channel rates, all protocols do not show statistically

significant performance difference with respect the link delay change for a

W

V

V

very small file (< 1Kbytes) with all three BERs.

All protocols show statistically significant different performance with respect

to the link delay change along the increase of file size. The difference

becomes more significant when the error rate is increased.

V r
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TCP performance difference due to the link delay change along the increase of

the file size and BER is larger for asymmetric channel than for symmetric

channel; SCPS-VJ and SCPS-Vegas show this difference being stronger for

symmetric channel rate. This may be considered as one of key differences

between TCP and SCPS implementations.

The above conclusion partially addresses our basic question (3) on how link

delay affects each protocol performance.

Jv

6.2,3 BER Effects on Protocol Performance

Similar to the study of delay effects, we investigated the BER effects for each

_._¢-

of three protocols. We found that:

• When relative small files (< 1Mbytes) were transmitted with symmetric

channel rate 115,200 bps:1151200 bps, the increase of BER from error free to

1E-6 does not statistical significantly affect the protocols' performance.

= =
V

BER=IE-5 affects the protocol performance more seriously for all protocols.

The joint conditions of a large file, a long delay makes all protocols show

statistically significant performance difference with respect to the change of

BER.

SCPS-Vegas is sensitive to the increase of BER for transmitting small files

over symmetric channel. Reducing the forward channel rate from 115,200 bps

to 2400 bps does not significantly affect the SCPS-Vegas performance

= :

v

relationship corresponding to the change of BER if the link delay of 1280 is

used.

V

V
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The factors of file size, BER and link delay and all their interactions

contribute most significantly to the protocol performance.
V

The above conclusion partially addresses our basic question (3) on how BER

affects each protocol performance listed in Chapter 1. When we studied the BER

V

V

W

effects on protocol performance, the statistical regression models were also built

using BER, link delay and file size as regressors for each protocol over each channel

rate.

Based on the above results of protocol study with GEO link delay (120 ms),

we may expect that extending it to LEO link (i.e., decreasing link delay to around 3

W

w

V

r_w

r.==_
v
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W

ms) would not make the protocol performance and the performance relationship too

much different since the link delay difference between 3 ms to 120 ms is practically

trivial. The verification may be left as part of the future work.

6,3 Study of Protocol Performance over Satellite Link

V

V

V

V

w

w

The study of protocol performance over a real satellite link is another essential

part of study. The goals of the study of protocol performance over satellite link are to

extend the protocol performance study to cover large BDP region, to compare the

protocol performance in practical sense and to validate the SGLS test-bed

V

W '

v

performance by comparing the in-lab results with the actual satellite channel results

under the conditions of slow symmetric channel rate.

Toward the above goals, we first compared the performance of TCP/IP and

SCPS over satellite link and then compared protocol performance over SGLS test-bed

and satellite link. Three channel rates were available for our experiments over

v,ttr
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satellite: (1) 115,200 bps:ll5,200 bps; (2)4 Mbps:4 Mbps and (3) 4 Mbps:57,600

bps. The experiments with those rates were done with Delay=120 ms and BER=0.

6.3.1 Comparing Protocol Performance of TCP/IP and SCPS

We compared the performance of TCP/IP and SCPS over satellite link with

each of the above three channel rates. For each channel rate, we found that:

With channel rate 115,200 bps:ll5,200 bps, protocols basically have no

performance difference except for 10K file between SCPS-Vegas and other

two protocols.

With channel rate 4 Mbps:4 Mbps, protocols show statistically significant

performance difference for large files where SCPS'VJ provides the highest

throughput while the performance of SCPS-Vegas is clearly poorer than other

tWO.

With channel rate 4 Mbps:57,600 bps, performance tendency is very similar to

that for symmetric channel rate 4 Mbps:4 Mbps. This can be shown up from

both each protocol has similar performance shape and the performance

relationships among all protocols are close. Similar to rate 4 Mbps:4 Mbps,

protocols have statistically significant performance difference for large files

where SCPS-VJ provides the highest throughput and SCPS-Vegas has poor

performance.

Combining the above conclusions for tests over satellite link, we concluded:

V
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All protocols do not show statistically significant performance differences for

slow symmetric channel rate 115,200 bps:115,200 bps but show significant

v

V

performance difference for all large files with higher channel rates.

SCPS-VJ basically shows the highest throughput in all cases and SCPS-Vegas

v

V

v

shows the slowest throughput.

• For both comparisons with channel rates 4 Mbps:4 Mbps and 4 Mbps:57,600

bps, considering very small mean values for all pairs with even smaller mean

differences, their "statistically" significant performance differences are not

"practically" significant. Therefore, we may conclude that all protocols have

no "really" significant performance differences with channel rates 4 Mbps:4

Mbps and 4 Mbps:57,600 bps in our realistic satellite link experiments.

To see how three protocols perform differently in detail, we also analyzed the

protocol behavior for transmitting 1000 Kbytes file with rate 4 Mpbs:57,600 bps,

BER=0 and Delay=120 ms using various network performance graphs.

6.3.2 Comparing Protocol Performance over SGLS Test-bed and Satellite Link

= =
V

V

V

W

V

V

V

W

V

W

v_

v

The protocol performance over SGLS test-bed and satellite link is compared

to validate the SGLS test-bed performance. The comparison is made only with the V

channel rate 115,200 bps: 115,200 bps, BER=0 and Delay=120 ms since this is the

only common set experiments conducted in both test-bed and satellite link. We found

that:

TCP/IP shows statistically significant difference in the performance for all

files between the test-bed and satellite link.
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• SCPS-VJ and SCPS-Vegas show statistically significant difference for

relatively large files and the difference get large along the increase of the file

size.

• All three protocols' performance differences for 1000Kbytes file between the

test-bed and satellite link are about 20 seconds that give an approximate 25%

%.,i

x,..,;

mean difference. This indicates that in a steady state, there may be a constant

performance bias existing between the test-bed and satellite link. This bias

may be related to the difference of testing equipment used for the experiments

over test-bed and satellite link

%.._

The overall protocol performance over test-bed and satellite link is linearly

correlated by

Satellite Time =(0. 7923 x Test'bed Time)+O. 1839 with R2=0.9995

or in logarithm,

loglo(Satellite Time) =0.9888 x loglo(Test-bed Eme)+O. 0605 with R 2=0. 9926

This addresses our basic question (4) in Chapter 1. The constant bias may be

related to the difference of testing equipment used for the experiments over test-bed

%.,,..¢

V

and satellite link. We concluded that the test-bed works well and can be used to

predict the protocol performance over realistic satellite link.

6.4 Future Work

Due to the restriction of satellite link configuration, the experiments with

higher BERs and a longer link delay have not been tested. The following work are

suggested when satellite link is configured properly:
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Compare the protocol performance over SGLS test-bed and satellite link for

configurations with higher BERs and a longer link delay.

Study the effects of BER and link delay on the protocol performance over

various satellite channel rates.

Based on a complete protocol performance comparison between TCP and

SCPS with various BERs and link delays, the performance relationship

between test-bed and satellite link will need to be reviewed and it will be

necessary to built a new regression model for the regression of test-bed time

on satellite time. It might also be necessary to re-validate test-bed

performance based on additional experiments and this new regression model.
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Ao MEANS AND STANDARD DEVIATIONS OF TCP/IP FILE TIMES

OVER THE SGLS TEST-BED

_J

v_yj

V

v

V

v

Protocol

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

Channel

Rate

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

U,SYM
USYM

USYM

USYM

USYM

USYM

BER File Size

(bytes)
9970

0 997 1280

0 10007 120

0 10007 1280

100003

100003

Delay

(ms)

120

120

0 1280

0 1000003 120

0 1000003 1280

1.00E-06 997 120

1.00E-06 997 1280

1.00E-06 10007 120

1.00E-06 10007 1280

1.00E-06 100003 120

1.00E-06 100003 1280

1.00E-06 1000003 120

1.00E-06 1000003 1280

0.00001 997 120

0.00001 997 1280

0.00001 10007 120

0.00001 10007 1280

0.00001 100003 120

0.00001 100003 1280

0.00001 1000003 120

0.00001 1000003 1280

0 997 120

0 997 1280

0 10007 120

0 10007 1280

0 100003 120

0 100003 1280

0 1000003 120

0 1000003 1280

1.00E-06 997 120

1.00E-06 997 1280

1.00E-06 10007 120

1.00E-06 10007 1280

1.00E-06 100003 120

Runs

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

16

Transfer Time

Means (sees)

0.145

0.137

1.420

3.634

10.456

20.244

96.875

120.438

0.126

0.147

1.314

i i

Transfer Time

Std Dev (sees)

0.017

0.019

0.067

0.124

0.171

1.690

0.649

13.366

0.024

0.021

0.170

3.697 0.149

10.544 0.876

27.669 8.507

100.519 4.238

239.125 15.379

0.312 0.750

0.328 0.742

2.450 2.506

8.097 3.474

15.088 3.220

66.919 15.870

146.063 13.453

717.688 34.358

0.145

0.140

2.128

8.689

17.269

50.156

173.500

222.438

0.154

0.138

2.338

7.657

20.025

0.060

0.017

0.123

4.217

2.084

1.332

3.464

17.029

0.062

0.014

0.524

0.065

2.286

V 172



v

V

Protocol

TCPflP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCFflP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

TCP/IP

Channel

Rate

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

BER

File Size

(bytes)
1000031.00E-06

1.00E-06 1000003 120

1.00E-06 1000003 1280

0.00001 997 120

0.00001 997 1280

0.00001 10007 120

0.00001 10007 1280

100003

Delay

(ms)
1280

120

100003 1280

0.00001 1000003 120

0.00001 1000003 1280

Channel Rate:

SYM--115,200 bps: 115,200 bps

USYM 115,200 bps:2400 bps

Runs

16

16

16

16

16

16

16

16

16

16

16

Transfer Time

Mean (secs)

57.744

Transfer Time

Std Dev (secs)

7.400

194.625 2.553

355.813 21.389

0.521 1.005

0.515 1.487

3.700 1.577

20.935 20.968

30.925 2.596

83.744 I1.778

302.563 12.801

998.438 28.847
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V

V

V

V

V

V

V

W
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V

W

v

V

V
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Bo MEANS AND STANDARD DEVIATIONS OF SCPS-VJ FILE TIMES

OVER THE SGLS TEST-BED

kL;

V

V

V

%J

V

%.1

v

v

= :
V

= =

Protocol

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPS/VJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPS/VJ

SCPSNJ

SCPS/VJ

SCPSNJ

SC-'_SNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPS/VJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPSNJ

SCPS/VJ

SCPSNJ

SCPSNJ

Channel

Rate

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

BER

0

0 997 1280

File Size Delay Runs Transfer Time Transfer Time

(bytes) (ms) Means (sees) Std Dev (sees)

997 120 0.076 0.028

0 10007

0 10007

0 100003

100003

120

1280

120

1280

0 1000003 120

0 1000003 1280

1.00E-06 997 120

1.00E-06 997 1280

100071.00E-06 120

1.00E-06 10007 1280

1.00E-06 100003 120

16

16 0.082 0.031

16 1.278 0.113

16 3.612 0.113

16 12.321 1.988

16 18.729 0.480

16 94.823 1.528

16 137.043 7.501

16 0.082 0.047

16 0.082 0.027

16 1.219 0.127

16 3.829 0.609

16 11.585 1.883

16 23.929 4.223

16 97.910 2.436

16 207.292 10.429

16 0.167 0.241

16 0.435 0.943

16 1.484 0.249

16 5.340 1.768

16 13.023 1.514

16 51.649 4.716

16 139.901 9.278

16 567.325 12.581

16 0.089 0.025

16 0.086 0.029

16 2.255 0.120

16 4.231 0.082

16 17.022 0.381

16 24.205 1.878

16 174.482 1.843

16 190.625 5.874

16 0.088 0.015

16 0.081 0.019

16 2.350 0.415

16 4.240 0.111

16 19.132 1.880

16 29.338 5.949

1.00E-06 100003 1280

1.00E-06 1000003 120

1.00E-06 1000003 1280

0.00001 997 120

0.00001 997 1280

0.00001 10007 120

0.00001 10007 1280

0.00001 100003 120

100003

1000003

0.00001 1280

0.00001 120

0.00001 1000003 1280

0 997 120

0 997 1280

0 10007 120

0 10007 1280

100003 120

0 100003 1280

0 1000003 120

0 1000003 1280

1.00E-06 997 120

1.00E-06 997 1280

1.00E-06

1.00E-06

10007

10007

1.00E-06 100003

1.00E-06 100003

120

1280

120

1280
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Chalmel

Protocol Rate

SCPS/VJ USYM

SCPSNJ USYM

SCPSNJ USYM

SCPSNJ USYM

SCPS/VJ USYM

SCPSNJ USYM

SCPSNJ USYM

SCPSNJ USYM

SCPSNJ USYM

SCPS/VJ USY_v_

BER

1.00E-06

1.00E-06

0.00001

0.00001

0.00001

0.00001

O.O0001

O.O0001

0.00001

0.00001

File Size Delay

0_es) (ms)
1000003 120

1000003 1280

997 120

997 1280

10007 120

10007 1280

100003 120

100003 1280

1000003 120

1000003 1280

Channel Rate:

SYM ml 15,200 bps: 115,200 bps

USYM--115,200 bps:2400 bps

Runs

16

16

16

16

16

16

16

16

16

16

TransferTime

Mean(sees)

192.331

TransferTime

StdDev(secs)

2.018

250.517 6.630

0.158 0.258

0.506 1.174

2.840 0.886

6.046 1.619

27.596 1.971

65.687 8.209

274.758 4.998

669.597 9.756
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v

v
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Protocol

SCPSNG

SCPSNG

SCPSNG

SCPS/VG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPS/VG

SCPSNG

SCPSNG

SCPSNG {

SCPSNG

SCPS/VG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPS/VG

SCPS/VG

SCPS/VG

SCPS/VG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPSNG

SCPS/VG

SCPSNG

SCPSNG

MEANS AND STANDARD DEVIATIONS

TIMES OVER THE SGLS TEST-BED

Channel

Rate

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

SYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

USYM

BER File Size Delay

(bytes) (ms)
0 997 120

0 997 1280

0 10007 120

0 10007 1280

0 100003 120

0 100003 1280

0 1000003 120

0 1000003 1280

1.00E-06 997 120

1.00E-06 997 1280

1.00E-06 10007 120

1.00E-06 10007 1280

1.00E-06 100003 120

1.00E-06 100003 1280

1.00E-06 1000003 120

1.00E-06 1000003 1280

0.00001 997 120

0.00001 997 1280

0.00001 10007 120

0.00001 10007 1280

100003 120

100003 1280

0.00001

0.00001

0.00001 1000003

0.00001 1000003

0 997

120

1280

120

0 997 1280

0 10007 120

0 10007 1280

100003 1200

0

0

0

100003 1280

1000003 120

1000003 1280

1.00E-06 997

1.00E-06 997

120

1280

1.00E-06 10007 120

1.00E-06 10007 1280

1.00E-06 100003 120

1.00E-06 100003 1280

1.00E-06 1000003 120

176

OF SCPS-VEGAS FILE

Runs TransferTime TransferTime

Means (secs) Std Dev (secs)

16 0.078 0.027

16 0.073 0.016

16 1.442 0.163

16 6.074 0.152

16 10.190 0.546

16 22.675 1.515

16 95.351 1.755

16 135.183 4.938

16 0.078 0.013

16 0.084 0.024

16 1.568 0.071

16 6.086 0.109

16 11.052 1.156

16 24.102 1.546

16 97.402 0.493

16 162.009 4.692

16 0.109 0.102

16

16

16

0.603 1.119

1.789 0.269

7.351 2.240

14.006 4.317

33.944 3.487

117.240 3.682

267.870 12.830

0.095 0.016

0.078 0.022

16

16

16

16

16

16

16 2.814 0.140

16 7.!99 0.072

16 18.976 0.593

16 27.754 0.662

16 177.758 4.026

16 193.112 4.967

16 0.159 0.291

16 0.068 0.016

16 2.867 0.222

16 7.245 0.182

16 20.027 1.279

16 29.958 2.119

16 189.916 3.984



Channel
Protocol Rate

SCPS/VG USYM

SCPS/VG USYM

SCPSNG USYM

SCPSNG USYM

SCPSNG USYM

SCPS/VG USYM

SCPSNG USYM

SCPSNG USYM

SCPSNG USYM

BER

1.00E-06

0.00001

0.00001

0.00001

0.00001

0.00001

0.00001

0.00001

0.00001

File Size Delay

(bytes) (ms)
1000003 1280

997 120

997 1280

10007 120

10007 1280

100003 120

100003 1280

1000003 120

1000003 1280

SCPS/VG n Protocol SCPS-Vegas

Channel Rate:

SYM--115,200 bps: 115,200 bps

USYM--115,200 bps:2400 bps

177

Runs

16

16

16

16

16

16

16

16

16

TransferTime Transfer Time

Mean(secs) StdDev(secs)

223.997 5.509

0.396 1.218

0.495 1.196

3.422 0.960

8.872 2.070

28.595 1.550

40.146 2.090

261.204 5.235

348.515 13.598
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Do MEANS AND STANDARD DEVIATIONS OF PROTOCOL FILE

TIMES OVER SATELLIE LINK

v

v

V

V

V

v

Protocol Channel

Rate

TCP/IP 1152 0

TCP/IP 1152 0

TCP/IP 1152 0

TCP/IP 1152 0

TCP/IP 4Mbps 0

TCP/IP 4Mbps 0

TCP/IP 4Mbps 0

TCP/IP 4Mbps 0
TCP/IP 576 0

TCP/IP 576 0

TCP/IP 576 0

TCP/IP 576 0

SCPS/VJ 1152 0

SCPS/VJ 1152 0

SCPSNJ 1152 0

SCPSNJ 1152 0

SCPSNJ 4Mbps 0

SCPS/VJ 4Mbps 0

SCPSNJ 4Mbps 0

SCPSNJ 4Mbps 0

SCPSNJ 576 0

SCPSNJ 576 0

SCPSNJ 576 0

SCPS/VJ 576 0

SCPS/VG 1152 0

SCPS/VG I152 0

SCTSNG 1152 0

SCPSNG 1152 0

SCPSNG 4Mbps 0

SCPSNG 4Mbps 0

SCPSNG 4Mbps 0

SCPSNG 4Mbps 0
SCPSNG 576 0

SCPSNG 576 0

SCPS/VG 576. [ 0

I

SCPSNG 576 [ 0

BER File Size

(bytes)
997

Delay

(ms)
120

100003

Runs

120

Transfer Time

Mean (sees)

0.07516

10007 120 16 1.307 0.013

0.01616

16

8.750

Transfer Time

Std Dev (sees)
0.011

1000003 120 75.900 0.000

997 120 16 0.005 0.000

10007 120 16 0.555 0.001

100003 120 16 3.282 0.009

1000003 120 16 6.591 0.024

997 120 16 0.003 0.003

10007 120

120

0.71816 0.008

100003 16 4.246 0.005

1000003 120 16 8.474 0.030

997 120 16 0.073 0.006

10007 120 16 1.337 0.011

100003 120 16 8.486 0.024

1000003 120 16 75.687 0.017

997 120 16 0.003 0.001

0.74110007 120 16

100003 120 16 3.066

6.386

0.011

0.086

1000003 120 16 0.091

997 120 16 0.002 0.001

10007 120 16 0.913 0.003

100003 120 16 3.766 0.004

1000003 120 16 7.892 0.054

997 120 16 0.074 0.008

10007 120 16 1.942 0.015

100003 120 16 9.180 0.014

1000003 120 16 76.417 0.197

997 120 16 0.004 0.000

10007 120 16 1.093 0.000

16120100003 3.833 0.006

1000003 120 16 7.491 0.003

997 120 16 0.003 0.002

10007 120 16 1.402 0.004

100003 120 16 4.915 0.003

1000003 120 16 9.631 0.007
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SCPS/VG-- Protocol SCPS-Vegas

Channel Rate:

1152 --115,200 bps:115,200 bps

4 Mbps--4 Mbps:4 Mbps

576-- 4 Mbps:57,600 bps
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